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Abstract
Following the Behavioral Theory of the Firm, we conceive of firms’ and managers’ strategic decisions as a function of performance feedback. We argue that managers are prone to adjust production, R&D investments and sales prices when substantially under- or over-performing their aspirations. We further enquire the influence of respondent characteristics, competitive dynamics and the machine type chosen. We test our assumptions using as a novel combination of a serious game and survey data collected amongst a sample of participants in the Netherlands and Germany. We find strong support for a trade-off between exploration and exploitation. Exploitation is driven by historical success in production as well as an increase in resources. Exploration is driven by an increase in slack resources compared to historical aspirations, but not by direct production feedback or social comparison. Overall the results for historical aspirations seem more consistent than the results for social aspirations.

Jelcodes:L11,O32
How to become a solar tycoon? The effects of historical and social aspirations on strategic decisions: Evidence from a serious game

ABSTRACT

Following the Behavioral Theory of the Firm, we conceive of firms’ and managers’ strategic decisions as a function of performance feedback. We argue that managers are prone to adjust production, R&D investments and sales prices when substantially under- or over-performing their aspirations. We further enquire the influence of respondent characteristics, competitive dynamics and the machine type chosen. We test our assumptions using as a novel combination of a serious game and survey data collected amongst a sample of participants in the Netherlands and Germany. We find strong support for a trade-off between exploration and exploitation. Exploitation is driven by historical success in production as well as an increase in resources. Exploration is driven by an increase in slack resources compared to historical aspirations, but not by direct production feedback or social comparison. Overall the results for historical aspirations seem more consistent than the results for social aspirations.

Keywords: Behavioral Theory of the Firm; Aspiration Levels; Decision making; Serious Game
INTRODUCTION

Performance feedback studies (see Greve, 1998, 2003a, 2003c) represent a prominent research stream that helps explaining strategic decisions made by firms. Originating from the Behavioral Theory of the Firm (BTOF) (Argote and Greve, 2007; Cyert and March, 1963; Gavetti et al., 2012) performance feedback models successfully use aspiration levels to explore firm decisions such as organizational change (Greve, 1998), investments in Research and Development (R&D) (Chen, 2008; Chen and Miller, 2007; Greve, 2003a), or acquisitions (Haleblian and Rajagopalan, 2006; Iyer and Miller, 2008). Empirical results have to some extent shown that if performance falls below firms’ aspiration levels, firms are more likely to engage in a process of strategic change. Although performance feedback models are now well-established, a number of issues remain unresolved, partly because of the research methods that have been employed. Firstly, the examples mentioned before mostly focus on one type of strategic decision. However, organizational resources are finite and firms have to allocate resources over various activities (Cyert and March, 1963; Levinthal and March, 1993), such as balancing them between “business as usual” and innovation activities (O'Reilly and Tushman, 2004; Raisch and Birkinshaw, 2008), marketing, R&D and operations (Krasnikov and Jayachandran, 2008), or between exploration and exploitation (Lavie et al., 2010; March, 1991). Although the literature broadly recognizes the need to balance resources (Raisch and Birkinshaw, 2008), performance feedback research has not yet delivered many examples of these trade-offs. A notable example comes from Greve (2007) who empirically investigated the trade-off between exploration and exploitation, in the context of innovation. However, to fully understand the strategic behavior of firms, performance feedback models need to take these trade-offs into account.

A second concern relates to the cognitive foundations of performance feedback models. Most of the empirical evidence that has been gathered so far focuses on the aspirations and
strategic decisions at the firm level. However, the BTOF explicitly states that firm behavior is largely the result of compromises between different coalitions of individuals within the firm (Cyert and March, 1963). It is thus important to understand the decisions of individual decision-makers like managers within the firm because they have the overview of the different resources that need to be balanced and are eventually responsible for strategic decisions. After an internal negotiation process, the effects of these decisions may be observed at the firm level. A part of truly understanding these firm level actions is to comprehend the actions of the decision makers within the firm (Ford, 1985). The studies on performance feedback that have been conducted on individuals primarily use self-reported data from surveys or interviews. There is evidence that managers seek more advice from colleagues in case of poor performance, but in contradiction to the BTOF performance model, this results in a smaller likelihood of change (McDonald and Westphal, 2003). Others found that the likelihood of organizational change depends on whether the manager attributes the causes for poor performance to be internal or external (Barker III and Barr, 2002). Overall, it largely remains unknown how the predictions from performance feedback models apply to decision makers within the firm.

Third, studies at the individual level are largely survey or interview-based. These studies generally have a high external validity, but suffer from low internal validity (Bryman, 2013; Campbell & Stanley, 1966). This casts doubt on whether the relationships that are observed actually exist. To complement the survey-based research, some experiments have been conducted to study performance feedback at the individual level (Slevin, 1971; van Rijnsoever et al., 2012). These experiments have high internal validity, however they often lack the realism required to generalize the results to real world strategic decisions. Therefore, it is desirable to conduct experiments under sufficiently controlled conditions to warrant internal validity, but that are realistic enough to generalize results. Recent developments in serious gaming have enabled researchers to develop settings that satisfy these criteria and thus
bridge the gap between laboratory experiments and field studies (Brehmer and Dörner, 1993). Serious games can simulate realistic but controlled conditions under which agents need to make strategic decisions. Currently, they are primarily used for educational purposes (Lewis and Maylor, 2007; Pasin and Giroux, 2011; Salas et al., 2009). Their potential still has to be unlocked in the context of research about strategic decision making, but they can be a valuable addition to current methods (e.g., surveys) in innovation research in general and performance feedback studies in particular.

To deal with these shortcomings, this paper aims to understand how performance feedback influences strategic resource allocation decisions by individuals with regard to investments in production, R&D and price setting. We provide empirical evidence from a competitive serious game called “Solar Tycoon”, in which participants had to assume to be a high-tech entrepreneur that has to make strategic resource allocation decisions for their own firm. The game allows us to trace back participants’ decision making depending on their own past performance in the game (historical aspirations) and competitors’ performance (social aspirations). We find a pronounced trade-off between exploration (investments in R&D) and exploitation (investments in production). Exploitation on the one hand is mainly driven by historical success in production as well as an increase in resources. Exploration on the other hand is driven by an increase in slack resources compared to historical aspirations, but not by direct production feedback or social comparison. This research provides internally valid insights on the resource allocation decisions of individual agents. Thereby, our study informs theories of performance feedback models and demonstrates the applicability of serious games as method to better understand strategic decision making.
THEORETICAL BACKGROUND

The Behavioral Theory of the Firm

The Behavioral Theory of the Firm (hereafter BTOF) (Cyert and March, 1963; Greve, 2003c) has widely been used by scholars to explain differences in firm behavior, emphasizing the relevance of aspirations that influence decision making related to new venture growth and competitors’ behavior. The theory comprises three essential elements: (1) firms realize learning curve effects (Argote and Epple, 1990; Arthur and Huntley, 2005; Epple et al., 1991); (2) aspiration levels inform firms about their performance; (3) under- or over-performance in relation to aspirations affects firms’ decision making and behavior (e.g., increase investments or R&D expenditures, initiate strategic changes, or exit a market (Cyert and March, 1963; Greve, 1998). The BTOF offers a strong framework to predict and analyze (differences in) managers’ decision making and behavior in various contexts including R&D (Chen and Miller, 2007), risk taking (Bromiley, 1991; Gooding et al., 1996; Miller and Chen, 2004; Singh, 1986; Wiseman and Bromiley, 1996), strategic change (Greve, 1998, 2003a), network ties in banking (Baum et al., 2005), corporate illegality (Mishina et al., 2010), acquisitions (Iyer and Miller, 2008), forecasting (Mezias, 1988), growth of new ventures (Delmar and Wennberg, 2007; Wennberg and Holmquist, 2008; Wiklund and Shepherd, 2003), and learning (Baum and Dahlin, 2007; Rhee, 2009).

The BTOF argues that strategic decisions are partly shaped by the aspiration levels, which are “the smallest performance outcomes that would be deemed satisfactory by the decision maker” (Schneider, 1992: 1053). They form “a reference point that identifies the boundary between perceived success and failure” (Baum et al., 2005, p. 538). Firms (or their managers)

---

1 Under-performance initiates costly search processes to remedy the situation (problem-based search). Contrasting, over-performance will lead to additional resources, which can be re-invested to sustain a competitive advantage (slack-based search) (see Argote and Greve, 2007; Greve, 2003a). As a result, firms performing at expected or normal aspirations levels are not likely to initiate change or search.
set strategic goals or performance thresholds (e.g., aspiration levels), that the firm and its members should meet and which eventually can be evaluated as either under-performance (failure) or over-performance (success). Aspiration levels are for example derived from a firm's own experience and history or its observation of other firms (Cyert and March, 1963: 123-124) similar to social comparison processes of individuals with reference groups who are similar on relevant attributes (Festinger, 1954; Labianca et al., 2009; Miller, 1982; Wood, 1989).

Previous research demonstrates that comparison to social (performance relative to referent firm(s)) and historical (firm’s own past performance) aspiration levels exert a different influence on managers’ decision making (Greve, 1998, 2003a; Greve, 2003b; Kahneman and Tversky, 1979; March and Shapira, 1992).

Empirical work on the impact of historical aspiration levels on firms’ risk taking behavior and change reports fairly consistently that risk taking increases below a threshold aspiration level and decreases above a threshold aspiration level (Greve, 1998, 1999; Iyer and Miller, 2008; Miller and Chen, 2004).

In contrast, the work on social aspirations and organizational change has yielded mixed and contradictory findings regarding the direction of the effect (Audia and Greve, 2006; Miller and Chen, 2004); some scholars provide evidence that the distance between the firm’s current performance and its social aspiration levels leads to more change (e.g., Ketchen and Palmer, 1999), some to less (e.g., Greve, 1998) some to riskier or more radical change (e.g., Harris and Bromiley, 2007) and some to less risky change (e.g., Iyer and Miller, 2008). Alternatively, decision makers may combine information on social and historical aspirations complementarily when making sense of performance feedback (Chuang and Baum, 2003) rather than shifting attention towards either historical or social aspirations. Research shows that managers prefer either of these reference frames in different situations: they rely on social aspiration levels when they perceive their firm as similar to others, and rely on historical
aspiration levels when they view their firm as exceptional (Greve, 2003b). As such, both social and historical aspiration levels can serve as intuitive decision making heuristics for managers (Nisbett and Ross, 1980): available data on own and comparable other firms’ performances are pooled with simple heuristics to create an anticipation of future performance (Baum et al., 2005; Greve, 1998).

In sum, different specifications of aspiration levels can lead to different results, and thus inhibit a comparison across studies (Washburn and Bromiley, 2012). Therefore, it is important that the concepts for aspiration levels and the types of strategic decisions are grounded in theory.

**Dependent variable: strategic decisions**

In this paper, we focus on how aspiration levels influence three types of decisions: investments in production, investments in R&D and the firms’ pricing behavior as a form of strategic reaction. We particularly focus on these three dependent variables because they belong to the central strategic decisions and discriminating factors of firms and their managers operating in competitive environments (Leland, 1972; Mills, 1984; Pindyck, 1982). Adjusting any of those three mechanisms can lead to the differentiation of a firm, better performance and thus a competitive advantage as compared to its competitors in the same industry.

Production decisions relate to a firm’s generation of new stock of products. While high levels of stock availability are costly, firms try to produce just in time as well as focus on so called lean production. Nevertheless, it is commonly assumed that firms try to downsize production in the face of decreasing or fluctuating demand because it either causes diminishing returns or costs of adjusting production (Mills, 1984; Pindyck, 1982). Against this background, a temporary drop in demand would result in some net accumulation of stock as the firm only partially adjusts its rate of production. As a result, firms accumulate stock because: 1) “Firms cannot short sell their products without cost; and 2) production decisions
are made in advance, before the state of demand is fully known” (Kahn, 1987: 668).

Theoretically, production is the core activity of the firm that is conditional on sales. As such, it can be seen as an example of routinized behavior that exploits the existing knowledge and capabilities of the firms (March, 1991).

R&D investments refer to a firm’s expenditures in new product development, innovative production processes, research projects and in future technological developments that are assumed to put the firm at a competitive advantage if successful. Maintaining high R&D levels is especially important in industries where time-to-market and the product and innovation life cycles are short, and ongoing new product differentiation is essential (Lancioni, 2005). R&D, in its essence, is a cost. Therefore, from a cost perspective, a straightforward way to raise return on assets would be to reduce or stop it (Gavetti et al., 2012). Nonetheless, managers seeking to improve their firm’s performance are more likely to search for innovative solutions to cope with current problems and hence invest in R&D and new product development (Gavetti et al., 2012). As such, R&D investments can be seen as an example of exploration (March, 1991).

Sales price setting on the other hand is a strategic decision that does not require expenditure (Dutta et al., 2003; Rao et al., 2000). Pricing describes a firm’s competitive activities to set sales prices by interpreting and integrating different types of information simultaneously (e.g., costs, competitive factors, customers’ willingness to pay, corporate objectives, regulatory constraints). From a resource-based perspective, pricing is a complex process which involves gathering, sharing and interpreting huge amounts of information and thus requires resources and coordination (Ingenbleek et al., 2003). A firm therefore has to balance resources and develop a capability of setting the right price to appropriate value and
capture rents (Dutta et al., 2003). According to the Behavioral Theory of the Firm, which argues that prices may be set to balance competing interests, rather than to maximize profits, a firm’s price-setting is driven by past performance and strategic choices (Dutta et al., 2003). Market intelligence can help to set the right price whereas market sales data from the past are the most reliable source. Nonetheless, this information is sometimes difficult to obtain as firms often do not know what competitors do.

**Independent variables: performance feedback**

Performance indicators are the most widely used dependent variables in business and management research including but not limited to growth, profit, size, liquidity, success/failure, market share and leverage (Murphy et al., 1996; Richard et al., 2009). Because of too many definitions, different approaches and even negative correlations between some performance measures (Cooper, 1993; Murphy et al., 1996), comparison between scientific studies is difficult and can lead to inconsistent results (Chenhall and Langfield-Smith, 2007; Richard et al., 2009). This is also true for previous studies measuring aspiration levels. Therefore, scholars argue to use a combination of measures to get a more objective picture of the relationships investigated (Wiklund and Shepherd, 2005).

We consider a number of performance feedback variables to influence strategic decisions of firms. Historically based performance measures are: change in sales, change in financial slack and success in R&D. Socially driven performance measures are firm differences with regard to: financial slack, product quality and pricing. Particularly important for socially driven performance measures is to establish the reference groups firms compare themselves to (Hu et al., 2011; Knudsen, 2008), but little research has been conducted on this topic (Massini et al., 2005). There are different possibilities to define reference groups. The most

---

2 A price that is too low may spill some of the value created to the customer. Contrasting, a price that is too high causes a lower quantity to be sold and thus, increases the product stock (Dutta et al., 2003).
straightforward is to define the population of competing firms as reference group (DiMaggio and Powell, 1983; Greve, 1998; Knudsen, 2008). Another approach is to make a distinction within the population based on a performance measure like innovativeness (Massini et al., 2005) which means that the firm only compares itself to the most innovative market players when it considers itself also as an innovative firm and vice versa. Thus, establishing a performance measure for a reference group requires that this group reflects part of the firm’s identity (Dutton and Dukerich, 1991). Moreover, this performance measure needs to be observable by others, which depends on how firms account for their performance. In this paper we define the reference group by the technology base the firms use. We make a distinction between firms that base their products on high-cost, high-quality technology and low-cost, low quality technology. Both technologies lead to products that fulfill the same service (Saviotti and Metcalfe, 1984) and thus compete on the same market.

For each performance measure we hypothesize why they are related to different types of strategic decisions, and in case of social performance measure, what the expected differences are per technology category.

Change in sales

Performance above historical aspirations in the context of sales means that the firm has sold more products than in the previous period, while performance below historical aspirations means that the firm sold less units.

Production: Sales directly influence production volume. If sales are above aspirations production will be maintained or possibly expanded, as organizations and individuals generally repeat and incrementally improve successful behavior (Kaplan and Henderson, 2005; van Rijnsoever et al., 2012). Under-performance in the previous period leads to more products being left on stock. In the following period, the firm will downsize its production and attempt to first sell the products that are in stock.
R&D investments: Studies on different industries (Chen, 2008; Chen and Miller, 2007) and the Japanese shipbuilding industry, in particular, demonstrated that aspirations based on past performance are a strong predictor of R&D spending (Audia and Greve, 2006; Giachetti and Lampel, 2010; Greve, 2003a, 2007, 2008; Vissa et al., 2010). This is because the firm can afford to take the risk to invest in strengthening its position further (Barney, 1991; van Rijnsoever et al., 2012).

Sales price: In line with theory about demand and supply, over performing firms can afford to raise their prices as there is more demand for the product than expected. Under-performing firms on the other hand might be forced to lower their price.

This leads to the first hypothesis.

H1: There is a positive relationship between change in sales and (a) production, (b) R&D investments and (c) sales price.

Change in financial slack

In this paper a firm’s financial slack is conceptualized as the amount of liquid financial capital that the firm has at its disposal for strategic investment. Financial performance above historical aspirations implies that the firm’s slack has increased during the previous period, while performance below historical aspirations signifies a decrease in slack. The growth of these slack resources is driven by sales above aspirations. These slack resources are then invested in both exploitation and exploration (March, 1991).

Production: Earlier research shows that organizational slack increases the growth of production assets (Greve, 2003b), which means that the firm can invest those additional resources in strengthening its existing competences (e.g., exploitation). Although, managers of firms under-performing their aspirations may have the incentive to decrease the performance – aspiration gap by pushing for more extensive changes of the firm’s strategic
actions and their production processes in particular (e.g., Levinthal and March, 1981; Singh, 1986), they do not have the additional resources at hand. Thus, the greater the underperformance, the less likely the firm manager will be able to invest in production assets. Therefore we expect a positive relationship between financial slack and production.

R&D investments: As discussed above slack resources indicate that the firm can afford to take the risk to invest in the exploration of new alternatives (Barney, 1991; Greve, 2003a; March, 1991; van Rijnsoever et al., 2012). As the firm accumulates additional resources it will thus be more likely to invest this slack in R&D that may potentially lead to a sustained competitive advantage. Thus, organizational slack increases firms’ incentives to expand current successful routines and practices. However, a decrease in financial slack inhibits the firm to invest in explorative R&D efforts, because these resources are needed to keep operational processes going.

Sales price: Most studies have investigated the impact of slack on risk-taking or subsequent performance (Singh, 1986) but there is no consistent evidence or plausible argument for the existence of a relationship between abundant financial slack in comparison to historical aspirations and price setting. Therefore, we do not expect a relationship between a firm’s change in financial slack and sales price.

Based on the aforementioned arguments, we propose:

H2: There is a positive relationship between change in financial slack and (a) production and (b) R&D investments.

Success in R&D

In this study previous success in R&D relates to high-risk investments in developing new or improved products that have led to innovations being sold on the market.
Production: There is no consistent evidence or plausible argument for the existence of a relationship between successful product R&D in comparison to historical aspirations and production. Greve (2003b) for example only investigates firms’ subsequent investments in production assets such as machinery but not in (production) output itself. Moreover, he focuses on ROA (return on assets) as aspiration level measure. Therefore, we do not expect a relationship between previous success in product R&D and production.

R&D investments: Firms that had successful R&D investments have developed the knowledge base (Agrawal and Henderson, 2002), absorptive capacity (Cohen and Levinthal, 1990) and routines (van Rijnsoever et al., 2014) that allow them to repeat the same process more efficiently in the future. Moreover, firms that invest in R&D can do this as part of a deliberately chosen corporate strategy by deciding to be a leader in product quality rather than in price (Porter, 1991). Such a product leader strategy increases the likelihood of repeated R&D investments.

Sales price: R&D investment whether successful or not comes at certain costs which will be reflected in higher prices passed on to customers. In return, customers will get a higher quality as well which justifies firms setting higher sales prices (Garvin, 1984). This is specifically the case when the strategy of the firm is to target the high-end of the consumer market with premium, but more expensive, products. The theoretical argument about the relationship between quality and price is bi-directional. Moreover, the empirical results are equally mixed depending on the amount of information available to consumers (Garvin, 1984). On the one hand, quality and price are assumed to be positively correlated (Gabor and Granger, 1966; McConnell, 1968). According to economic theory, higher quality can only be produced at higher cost, and if costs and prices are positively related, then quality and price will also co-evolve (Riesz, 1979). Once managers observe this behavior, they may then respond by readjusting prices.
Empirical evidence from market data about the relationship between R&D success and price drastically fluctuates by product category. For nondurable goods studies mostly show a weak or negative correlation between price and quality, while for durables they find a significant positive correlation (Riesz, 1979). As solar panels are a durable good we expect a positive relationship.

Therefore:

H3: There is a positive relationship between success in R&D and (a) R&D investments and (b) sales price.

Difference in financial slack

In our model, this variable indicates the value of a firm in relation to its competitors. A firm that performs above aspirations has experienced success and can therefore afford to expand its current production to live up to its earlier success and invests its slack in other future-oriented scenarios such as its production capacity to sustain its competitive advantage in the long run. Thus, firms performing above their aspiration level will only make minor adjustments to existing routines and strategies such as the current production (Baum et al., 2005; Labianca et al., 2009).

Production: Over-performance re-affirms a firm’s current strategy and leads to a market leader position and abundant slack resources. The firm has an advantaged position to its competitors and will thus reinvest its slack resources in order to expand its current competitive advantage in the long run (Greve, 2003b). A firm that significantly performs below average has a strong incentive to catch up but does not possess the necessary resources to do so (Chen and Miller, 2007). Thus, we hypothesize a positive, linear relationship between the difference in financial slack and production.

R&D investments: Over-performing firms are reinforced in their current ways of doing business and thus, current routines seem to work just fine. As a result, they have little
motivation to change leading to a lack of incentive to invest in innovation (Cyert and March, 1963; Iyer and Miller, 2008). Lower performing firms cannot take these risks either as they do not possess the necessary resources (Gentry and Shen, 2013). According to attention-based theory (Ocasio, 1997) managers then shift their focus from aspirations to survival particularly when performance is so low that their firm is close to bankruptcy (Audia and Greve, 2006; March and Shapira, 1992; Miller and Chen, 2004). Therefore, we do not expect a significant relationship between difference in financial slack and R&D investments.

Sales price: Finally, performance above the social aspiration level confirms a firm’s current pricing strategy. The firm then assumes that it could also charge a higher price as there obviously is a high demand for its products.

H4: There is a positive relationship between difference in financial slack and (a) production and the (b) sales price.

Difference in product quality level

This social aspiration level is based on the contemporary performance of a reference group of firms which is all other firms in a market. Competitive comparisons, market observations and analyses belong to firms’ daily routines. Furthermore, the competitive environment provides a source of rich information and is thus a very important indicator for potential threat: a firm that under-performs in direct comparison with competitors, experiences high competitive discrepancy which in most cases will be interpreted as failure (Milliken and Lant, 1991).

Production: In case a firm produces at a higher quality level than its competitors (i.e. it successfully invested in R&D), it will be more likely to increase its offer of high-end product as it has kind of a niche position. Better products will increase the demand. Thus the firm needs to produce more.
R&D investments: Moreover, it will invest fewer resources in R&D as it already is a quality leader in the market. There are decreasing marginal returns on investment, meaning that if the firm already is a product market leader, additional investments are useless. Furthermore the successful firm does not want to be too far ahead of competition as this may send a divergent signal to customers potentially causing cognitive dissonance.

Sales price: However, regarding the sales price, firms offering a better product quality than competitors are more likely to charge higher prices. They are aware of their monopolistic position by producing at a higher quality and will try to maximize their profits by charging a higher price. Moreover, they can produce more as they are able to stimulate the demand for their products and raise sales based on their monopoly position. Thus, we expect:

H5: When the firm’s product quality level relative to the social aspiration level increases (a) production increases, (b) R&D investments decrease and the (c) sales price increases.

Price difference

A firm charging higher prices than its competitors for a similar product will most likely sell fewer items. Particularly, pricing strategies can be adjusted without any costs and show a firm’s reaction to current competitive dynamics in the market.

Production: There is no plausible argument for the existence of a relationship between differences in prices in social comparisons and production. Therefore, we do not expect a relationship between price difference and production.

R&D investments: There is no plausible argument for the existence of a relationship between differences in prices in social comparisons and R&D investment. Therefore, we do not expect a relationship between price difference and R&D investment.

Sales price: When the manager realizes that he charges a much higher price than his competitors in the market, he will adjust his price accordingly. Based on the aforementioned arguments, we propose:
H6: When the firm’s unit price relative to the social aspiration level increases the (a) sales price decreases.

At the same time, we suggest that the relationship between aspiration levels and decision making (production, R&D investments, pricing) to be influenced by the firm’s resource base, specifically its human capital; that is the manager’s education and background. Jointly, these variables should influence whether managers consider engaging in search or change processes, yet they should also shape the relationship between firms’ aspiration levels and their strategic behavior differently.

METHODS

Serious games

We tested our hypotheses using a serious game about the management of a solar panel company called “Solar Tycoon”. These games usually represent a simplification of real life (Keys, 1986; Keys, 1988, 1990) and thus have mostly been used as teaching tool in business schools but they comprise enough illusion of reality, to induce real world-like responses from players (Wells, 1990). A serious game thus describes “a mental contest, played with a computer in accordance with specific rules that uses entertainment to further government or corporate training, education, health, public policy, and strategic communication objectives” (Zyda, 2005: 26). It is referred to as “serious” to highlight a usage that is not related to pure entertainment because it covers many aspects of real-life business situations such as strategy, marketing, finance, standardization, technology management, operations management and human resources (Salas et al., 2009).

---

3 This relates to more traditional computer games.
When playing the game, corresponding sequences of reports on results of the decisions are fed back to the players, often very soon after decisions are made. The players are only given incomplete information in advance to see how their choices will influence operations and the consequent reports. A major problem (sometimes the major problem) is therefore to “learn from experience”, while playing, how the game really works (Keys, 1988, 1990; Salas et al., 2009). Moreover, it is possible to manipulate and create different experimental conditions to measure behavioral differences. Finally, although the games cannot provide the equivalent of experience in business, they do provide a practical tool for adding to the manager’s practical decision making (Andlinger, 1958; Jackson, 1959; Wells, 1990).

Until now, serious games have mostly been used for education purposes. However, when serious games are sufficiently realistic, but still provide controlled condition, they can be a suitable tool to conduct research on.

Sample and data collection

The participants of the study were students from different departments of Utrecht University in the Netherlands and the Technical University Berlin in Germany. The participants were recruited on campus and via mailing lists. They were promised to receive a fixed financial reward for participation and a flexible reward dependent upon performance. There are two factors that determine whether the use of student samples is appropriate (Stevens, 2011) for the purpose of our research. The first refers to the scope of the theory. A theory can be formulated universalistically or particularistically (Kruglanski, 1975). A universalistic theory applies to all populations and therefore a student sample is not inherently better or worse than any other sample. In contrast, particularistic theories are context-dependent demand and thus, represent the population characteristics of the specific setting. Since our hypotheses are based on previous scholarly contributions and are consistent with individual and firm-level arguments, our research contributes to more general and
universalistic theories. However, we are particularly interested in applying the theory to innovation decisions in a start-up setting. Therefore, we apply it to a specific context using a serious game setting allowing us to transfer the universalistic research context to a more realistic setting. The second factor referred to by Stevens (2011) relates to the primary goal of the study which can either be demonstrating internal validity or to optimizing external validity. Experimental settings such as the serious game are characterized by a high internal validity and a low external validity, due to the artificial setting and homogeneity of the sample (Campbell and Stanley, 1966).

In sum, despite the universalistic nature of our theory the choice of sample is not entirely irrelevant (Stevens, 2011) because of the inherent differences between individuals and entrepreneurs. However, we acknowledge these discrepancies and do proceed with caution (see the discussion above). Given that our game simulates decisions made in small enterprises, we suggest that the results of this study generally apply to less complex firms (see also van Rijnsoever et al., 2012). Furthermore, many of the study participants are familiar with the concept of innovation and we control for individual differences. Thus, we are confident that our results are transferable to a real life situation.

The total number of participants was 155 ranging in age from 17 to 41 years (mean age: 24.5 years). The group consisted of 111 men and 44 women. 61.3% of the participants were familiar with the topic of innovation because they followed a bachelor or a master program related to innovation management.

However, there were no noticeable differences in outcomes between these students and those that followed other programs. The subjects were divided into groups of 5–9 members. To enhance motivation, all were promised a reward relative to their performance in the game, the average being €16.52 for a participation time of 90 min. Subjects were told that they are taking part in a game and had the opportunity to earn money at the end depending on their performance in the game. The goal of the game was stated clearly: the participants should
attempt to bring their firms successfully to market and let them grow. Participants were distributed a questionnaire containing a number of questions designed to measure personality characteristics, demographics as well as gaming, industry and entrepreneurial experience before playing the game. A second questionnaire measuring the participants’ behavior and emotions in the game and their risk tolerance was distributed after participants had finished playing the game. Additionally, every player received a booklet with the goals, rules and instructions of the game before the game started. In all game sessions in the Netherlands and Germany, the same researcher was present to instruct the players and announce the rounds of the game.

**Procedure serious game**

The game was played in sixteen rounds (4 years à 4 quarters). Participants were put in a fictitious but realistic decision making setting around the serious game “Solar Tycoon”. They had to assume that they are entrepreneurs in the high-technology solar panel industry and that they recently received € 300,000 as a loan from the bank. All players in one session were competitors in the same industry and thus produced solar panels at various qualities and prices which they wanted to sell to their customers. The participants had no information on the demand as well as the number of potential customers but they were told that consumers have a preference for price (per m²) and quality (kWh/m²). Therefore, the game comprises an artificial market in which consumers randomly seek the market and choose the first option that satisfices their utility on both dimensions. The number of customers purchasing solar panels is fixed for every quarter but new consumers entered the market every round. In the first round, participants decided between two different machines “Polycrystalline” and “Monocrystalline” producing solar panels. Both machines have the same price (€ 150,000), but have different characteristics which are displayed in Table 1. The Polycrystalline machine
produces solar panels at a lower quality and for lower costs than the Monocrystalline machine.

--------------------------------------

Insert Table 1 about here

--------------------------------------

Based on their initial decision on the respective machine, two markets – one for high-end and one for low-end products – were created. Each of the machines thus formed the reference category for participants’ comparison with their peers and competitors in the game.

In the second round, players were now able to start the production process and decide on how many entities of solar panels they wanted to produce. Another decision they could make beginning from round two was whether they wanted to invest in R&D. Expenditures on R&D in Euro were helpful to improve either the quality (the letter “E” specifies the lowest quality and “A” the best) or the maximum production quantity (more solar panels can be produced with one machine per quarter) or both for the respondents’ machine(s). Every participant initially started with producing solar panels at the lowest quality level “E” which with successful R&D could be improved up to level “A”. Moreover, R&D investments were irreversible. The players were told that R&D is a chance process and the chances of success can be increased the higher the amount invested. In case of a successful investment, participants only produced panels at the higher quality level.

The third round, after the players had produced solar panels, they were able to set a sales price per panel. Figures 2-4 show exemplary screen shots of the first three rounds of the game.

--------------------------------------

Insert Figures 2-4 about here

--------------------------------------
After the first three rounds of the game and when the participants had adjusted to the game’s features and decisions they could make, each decision making round lasted two minutes.

At each round, decisions repeated themselves and the subjects could decide whether they wanted to:

- produce new panels;
- invest in quality (product innovation);
- set a new sales price in Euro per panel.

After each round, the participants were fed back with information regarding their individual performance as well as the performance of their competitors without knowing which player belonged to which fictitious firm. Current quality levels, prices, the machine type as well as the financial slack of each firm were observable for all participants throughout the game.

After all sixteen rounds, the game was concluded and all players were paid their rewards based on their performance ranking shown in the game.

Measures

Dependent variables

We are using different indicators for each of our dependent variables as shown in the conceptual model. Production is measured as the number of solar panels the player decided to produce in a given quarter. Further, we measure R&D investments by a player in a given quarter as investments in the increase in quality level (e.g., yield per square meter). Finally, we also measured investments in production increase per machine. However, players invested very little in this option, so we did not include it in our analyses.
sales price is measured as the price in Euros the player asked for a solar panel in a given quarter.

**Independent variables**

We measure aspiration levels for the different performance indicators participants received. Historical aspiration levels are measured as changes in performance during the last two periods (t-1 and t-2). Change in product sales is the change in the number of units sold between the last two periods. Change in financial slack is measured as the change in Euros the firm had between the last two periods. Success product R&D is measured as a dummy variable that indicates whether the level of production quality has increased or not between the last two periods.

Social aspiration levels are measured as the performance relative to the average performance of other players at t-1. As such, we calculate the difference between a players’ performance and the mean performance in a given quarter. Financial slack difference is measured as the difference from the average financial slack. Price difference and quality difference are machine specific, which means that the reference group is limited to other owners of a specific machine. Price difference is measured as the difference from the average price for panels for a given machine type. Quality difference is measured as the difference from the average quality level for a given machine.

**Control variables**

Firm control variables

As in the beginning of the game, participants could choose one machine, we control for the machine type. Moreover, we control for the firms’ current financial slack, products sold and the different quality levels they could reach for successful product R&D investment.

Respondent characteristics
In the questionnaires we measured, among other things Entrepreneurial Self-efficacy (ESE), which is a characteristic that has been used to predict the likelihood of an individual being an entrepreneur. ESE refers to the degree to which individuals believe they are capable of successfully performing the various roles and tasks of a new venture (Chen et al., 1998). Thus, a growing number of studies include ESE to measure its impact on entrepreneurial motivation, intentions, and behavior (McGee et al., 2009). Another scholarly contribution shows that founders’ levels of ESE are higher when their ventures make decisions in ways that involve other employees, that are more comprehensive, and that incorporate more current information (Forbes, 2005). We assessed ESE with four different items on a five-point Likert scale (completely disagree to completely agree with a defined neutral point) in line with Gatewood et al. (2002), Cassar and Friedman (2009) and Edelman et al. (2010).

In addition we measured on a five point scale the respondent's familiarity with innovation-related topics and the solar panel industry. We further asked whether participants own or owned a business before (yes/no). The descriptive statistics and correlations between variables are presented in Table 2.

--------------------------------------
Insert Table 2 about here
--------------------------------------

**Statistical method**

We fitted a series of time series models to model strategic decisions as within respondent observations, with time accounted for as fixed effect dummies. This was done using the PLM package of the R-program (Croissant and Millo, 2008). We regressed each dependent variable on the series of independent variables starting from quarter three of the game because first the first three rounds did not record any sales and because participants needed some time to adjust
to the game’s features\(^5\). Moreover, we added the firm control variables at t-1 and the respondent characteristics to the model\(^6\). Since different machine types also imply different reference groups, we interacted all these variables with a dummy for machine type. This produced separate indicators for owners of Monocrystalline and Polycrystalline machines as reference groups. If an interaction term is significant, then this means that there are differences between machine types. Finally, we added a series of dummy variables to the model that indicated the experimental group.

**RESULTS**

First, we tested if there was a relationship between respondent characteristics and machine choice using a binary logit model; no significant relationships were found. Moreover, we found that in all games Monocrystalline machine owners eventually outperformed Polycrystalline machine owners, which means that a strategy of innovation quality improvement worked better than a focus on quantity and low prices. This information was never available to participants. The results of our panel regressions are provided in Table 3.

<table>
<thead>
<tr>
<th>Insert Table 3 about here</th>
</tr>
</thead>
</table>

The Monocrystalline columns show the estimators and significance levels for Monocrystalline machine owners. The estimators and significance levels in the Polycrystalline columns represent interaction effects. They show whether there is any significant difference between the indicators for Polycrystalline machines and

\(^5\) We extensively tested squared relationships. However, no plausible squared relationships were uncovered.

\(^6\) We did not add age and education level, since these variables showed little variation within our sample. Moreover, the effect of age is captured by the variables for participants’ experience. We also did not include gender, as these effects were captured by the other respondent variables.
Monocrystalline machines. The size of the respective Polycrystalline coefficient is obtained by adding up the coefficients for both Monocrystalline and Polycrystalline indicators.

Starting with historical aspirations, the positive estimators of products sold change and production and price support H1a and H1c. Surprisingly, we do not find support for H1b. Sales do not seem to be a predictor of a firm’s R&D investments as suggested by previous research. In the context of the game, participants did not use sales as signaling indicator for R&D. There are no differences between machines.

The estimators for financial slack change and production and R&D investments support H2a and H2b, but the relationship for production is significantly less strong for Polycrystalline machines. This can be explained by the fact that the variances in production for Polycrystalline panels were lower than for Monocrystalline panels. The positive relationship for R&D investments means that slack change (e.g., profit) has a stronger signaling value than the number of products sold. Overall, an increase in financial slack is positive for exploration and exploitation. As expected, there is no relationship with price.

For product R&D success, we find no effect for increase in R&D investments. Polycrystalline is significantly different from Monocrystalline, but the overall estimator does not differ from zero, which rejects H3a. H3b is only confirmed for Monocrystalline machines. This is likely because only these firms were in a position to differentiate themselves by quality at the top end of the market, and could thus ask high prices. Polycrystalline firms could not follow this strategy, as there would always be better Monocrystalline panels on the market. This partially supports H3b.

Next, we turn to social aspirations. For financial slack relative to the social aspiration level, we find that it has no signaling value for production, which means that there is no support for H4a. However, we do find support for H4b about the positive relationship with sales price. Furthermore, the data unexpectedly reveal a significant positive relationship
between a difference in financial slack compared to other participants and product R&D investments for Polycrystalline machine owners.

We find that an increase of quality as compared to other participants increases production of new Monocrystalline panels, and to a lesser extent Polycrystalline panels, which confirms H5a. An increase in the difference of quality when comparing to their peers, led to a reduction of investments in product R&D for Monocrystalline panels, but not for Polycrystalline panels. This effect can be explained by the fact that the quality leadership strategy only worked for Monocrystalline. Polycrystalline panels were never the best panels on the market, and could thus strategically ‘pause’ their R&D investments. This partially rejects H5b.

For Monocrystalline machine owners we find a negative relationship between quality level difference and sales price, which is again not significant for Polycrystalline machine owners, rejecting H5c. One explanation for this effect could be that the firms with highest innovation levels could afford not to invest in innovation anymore, which allowed them to ask lower prices.

We find no effect of price difference on sales price, implying that firms use other signals to set their sales price. This rejects H6.

The respondent characteristics also influenced firms’ strategic decisions. Entrepreneurial self-efficacy (ESE) negatively influences product R&D investment for Monocrystalline machines, but is positive for Polycrystalline R&D investments. Thereby the behavior of people scoring high on ESE is contradictive to the general trend of higher R&D investments for Monocrystalline.

Familiarity with innovation leads to less investments in production and more in R&D for Monocrystalline machine owners. This emphasis on exploration rather than exploitation fits with the strategy associated with the machine. In contrast, familiarity with the solar industry exerts a positive influence on the production of panels and a negative influence on R&D investments, particularly for Monocrystalline machines. Industry familiarity seems thus to
lead to exploitation rather than exploration. Finally, owning a business also leads to more production for both machines.

Using an ordinal logit model, we also tested whether these respondent characteristics exerted any influence on the final rankings of financial slack after the last round, which was the prime indicator for winning the game. However, except that Monocrystalline machines outperformed Polycrystalline machines, we did not find any significant relationships.

**DISCUSSION AND CONCLUSION**

The panel regressions demonstrate that historical and social aspirations matter in strategic decision making. Furthermore, the decisions significantly depend on whether firms offer high-end or low-end products on the market. Thus, the evolution of these two distinct groups emphasizes the different extant market needs and demand.

We observe a pronounced trade-off between exploration (investments in R&D) and exploitation (investments in production). Exploitation on the one hand is mainly driven by historical success in production as well as an increase in resources. Moreover, difference regarding product quality compared to competitors drives production, but this depends on the machine type.

Exploration on the other hand is driven by an increase in slack resources compared to historical aspirations, but not by direct production feedback or social comparison. It is particularly the spare resources that determine this investment. Moreover, the differences in the two categories of financial slack might also be due to inconsistent performance feedback which means that a firm can perform above average on its historical aspiration level but below average on social aspiration standards and vice versa. In this study we did not focus on inconsistent performance feedback but emphasize that this provides a worthwhile and promising avenue for further research.
Sales price is driven by sales in reference to historical aspiration levels and previous investments, though this differs by machine. Price-setting heavily depends on the machine strategy and thus the price segment the firm operates in (low-end vs. high-end market), but not on social comparison.

Overall the results for historical aspirations seem more consistent than the results for social aspirations that are more contingent on the machine type. In this controlled setting we show to what extent which performance feedback mechanism provides information to individual managers on how to balance their investments. By not solely focusing on one indicator for each aspiration level, but by integrating different indicators we have provided a richer picture of what factor most strongly drives managers’ decision making in the context of the BTOF. Valuable addition to this research lie in testing the relationships we found in real-life settings. We believe that using quantitative data from actual firms to confirm the trade-offs we find would be value added to the BTOF community. A further worthwhile exercise to advance our study would be to add and control for other relevant variables such as IP or patent protection in the game and see whether the behavior of the participants remains consistent or changes. It would further be interesting to set the game in other innovative or high-technology contexts and see whether the results will hold.

This study has a few limitations; our homogenous sample only consists of students and no managers. However, the principles of the game and the students’ decisions/reactions are universalistic. Our participants followed the settings of the game. If conditions had changed (for example different market demand, this might lead to different results). Future research should therefore look at the role of different settings and environmental change on the choices. Nonetheless, the game is more realistic than other methods employed, but given the nature of a simulation game it is no representation of reality and hence no real choice situation. It however provides a controlled environment and is a very good approximation of real-life decision making in an innovation context. We are profoundly convinced of the
game’s realism for two reasons: 1) the players behaved highly competitive and 2) the results are mostly in line with theory. The distinct impact of the two machines might be due to a selection effect as shown by the respondent characteristics. In sum, we strongly believe that serious games are an interesting addition to the current set of methods.

Using this methodology allows us to confirm previous findings of performance feedback studies and add other interesting variables to the models such as respondent characteristics. Therefore, we would like to encourage future research to apply realistic game settings in order to understand the microfoundations of strategic decision making in the context of performance feedback studies.

Our research shows that investing in exploration and balancing resources between the two (becoming ambidextrous) provides the greatest chances of long-term survival and success. Therefore, governments and policy-makers should raise awareness in (particularly smaller) firms to achieve their full potential by tapping into both forms of investment. Furthermore, this game can serve as an educational tool for students and practitioners alike. Practitioners can use the game to better understand the consequences of their decisions and how to learn from them. Moreover, employing the game in education firm managers can be taught about how to efficiently balance their resources to achieve optimal returns on investment.

Thus, policy can provide the legal framework/environment to stimulate simultaneous investments in both exploration and exploitation as well as offer workshops for firms and disseminate educational games.
REFERENCES


FIGURES

FIGURE 1: Screen shot of machine purchase decision in the game (first round)

FIGURE 2: Screen shot of the production and price-setting decisions in the game
FIGURE 3: Screen shot of the R&D investment decision in the game
TABLES

TABLE 1: Machine types

<table>
<thead>
<tr>
<th>Name</th>
<th>Polycrystalline</th>
<th>Monocrystalline</th>
</tr>
</thead>
<tbody>
<tr>
<td>Production quality per panel</td>
<td>75 kWh/m²/y</td>
<td>150 kWh/m²/y</td>
</tr>
<tr>
<td>Production quantity per machine per quarter</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Production cost per panel</td>
<td>75 €</td>
<td>150 €</td>
</tr>
</tbody>
</table>
## TABLE 2: Overview variables and correlation matrix

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Standard deviation</th>
<th>Produced</th>
<th>Product R&amp;D</th>
<th>Price</th>
<th>Financial slack</th>
<th>Products sold</th>
<th>Quality level</th>
<th>Products sold change</th>
<th>Financial performance change</th>
<th>Success Product R&amp;D</th>
<th>Quality level difference</th>
<th>Financial performance difference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dependent variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Produced</td>
<td>8,14</td>
<td>5,34</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Product R&amp;D</td>
<td>6,04</td>
<td>8,46</td>
<td>0,07</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Price</td>
<td>0,17</td>
<td>0,16</td>
<td>0,44</td>
<td>0,03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Control variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Financial slack</td>
<td>93,92</td>
<td>46,86</td>
<td>0,27</td>
<td>0,05</td>
<td>0,23</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Products sold</td>
<td>12,90</td>
<td>16,34</td>
<td>0,56</td>
<td>0,05</td>
<td>0,4</td>
<td>0,31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quality level</td>
<td>2,69</td>
<td>1,33</td>
<td>0,35</td>
<td>-0,15</td>
<td>0,29</td>
<td>-0,14</td>
<td>0,39</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Historical aspirations</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Products sold change</td>
<td>-1,31</td>
<td>18,58</td>
<td>-0,09</td>
<td>-0,1</td>
<td>-0,03</td>
<td>-0,1</td>
<td>-0,6</td>
<td>0,02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Financial slack change</td>
<td>4,19</td>
<td>18,98</td>
<td>-0,18</td>
<td>0,16</td>
<td>-0,18</td>
<td>-0,27</td>
<td>-0,77</td>
<td>-0,25</td>
<td>0,59</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Success Product R&amp;D</td>
<td>0,25</td>
<td>0,43</td>
<td>0,09</td>
<td>0,16</td>
<td>0</td>
<td>-0,02</td>
<td>-0,05</td>
<td>0,18</td>
<td>0,03</td>
<td>0,26</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Social aspirations</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quality level difference</td>
<td>0,01</td>
<td>0,85</td>
<td>-0,13</td>
<td>0,05</td>
<td>-0,21</td>
<td>0,07</td>
<td>-0,16</td>
<td>-0,53</td>
<td>0</td>
<td>0,07</td>
<td>0,15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Financial slack difference</td>
<td>1,18</td>
<td>50,77</td>
<td>-0,25</td>
<td>-0,01</td>
<td>-0,18</td>
<td>-0,67</td>
<td>-0,33</td>
<td>-0,02</td>
<td>0,07</td>
<td>0,28</td>
<td>0,04</td>
<td>-0,06</td>
<td></td>
</tr>
<tr>
<td>Price difference</td>
<td>0</td>
<td>0,10</td>
<td>-0,16</td>
<td>-0,01</td>
<td>-0,16</td>
<td>-0,47</td>
<td>-0,18</td>
<td>0,36</td>
<td>0,41</td>
<td>0,06</td>
<td>0,27</td>
<td>0,09</td>
<td></td>
</tr>
</tbody>
</table>
TABLE 3: Panel regression results

<table>
<thead>
<tr>
<th>Control variables</th>
<th>Produced</th>
<th>R&amp;D Investments</th>
<th>Sales Price</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Monocrystalline</td>
<td>Polycrystalline</td>
<td>Monocrystalline</td>
</tr>
<tr>
<td>Financial slack</td>
<td>0.01</td>
<td>-0.01 a</td>
<td>0.00</td>
</tr>
<tr>
<td>Products sold</td>
<td>0.24 ***</td>
<td>0.01</td>
<td>0.16 ***</td>
</tr>
<tr>
<td>Quality level (2)</td>
<td>1.69 ***</td>
<td>0.02</td>
<td>2.80 ***</td>
</tr>
<tr>
<td>Quality level (3)</td>
<td>2.96 ***</td>
<td>-0.25</td>
<td>2.05 *</td>
</tr>
<tr>
<td>Quality level (4)</td>
<td>4.08 ***</td>
<td>-0.13</td>
<td>1.02</td>
</tr>
<tr>
<td>Quality level (5)</td>
<td>4.84 ***</td>
<td>-0.11</td>
<td>-8.03 ***</td>
</tr>
<tr>
<td>Historical aspirations</td>
<td>Products sold change</td>
<td>0.06 ***</td>
<td>0.01</td>
</tr>
<tr>
<td>Financial slack change</td>
<td>0.08 ***</td>
<td>-0.04 **</td>
<td>0.12 ***</td>
</tr>
<tr>
<td>Success product R&amp;D</td>
<td>0.64 *</td>
<td>-0.95</td>
<td>-0.70</td>
</tr>
<tr>
<td>Social aspirations</td>
<td>Financial slack difference</td>
<td>0.00</td>
<td>-0.01</td>
</tr>
<tr>
<td>Quality level difference</td>
<td>1.00 ***</td>
<td>-0.47 a</td>
<td>-1.26 **</td>
</tr>
<tr>
<td>Price difference</td>
<td>0.76</td>
<td>2.91</td>
<td>1.60</td>
</tr>
<tr>
<td>Respondent characteristics</td>
<td>ESE</td>
<td>0.09 a</td>
<td>-0.12 a</td>
</tr>
<tr>
<td>Familiar with innovation</td>
<td>-0.28 *</td>
<td>0.11</td>
<td>0.82 **</td>
</tr>
<tr>
<td>Familiar with industry</td>
<td>0.62 ***</td>
<td>-0.45 *</td>
<td>-0.82 *</td>
</tr>
<tr>
<td>Owns business</td>
<td>0.53 **</td>
<td>-0.16</td>
<td>-0.24</td>
</tr>
</tbody>
</table>

Signif. codes: ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘a’ 0.1. The Monocrystalline columns show the estimators and significance levels for Monocrystalline machine owners. The estimators and significance levels in the Polycrystalline columns represent interaction effects. They show whether there is any significant difference between the indicators for Polycrystalline machines and Monocrystalline machines. The size of the respective Polycrystalline coefficient is obtained by adding up the coefficients for both Monocrystalline and Polycrystalline indicators.