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Abstract

There is ample evidence of regions diversifying in new occupations that are related to pre-existing activities in the region. However, it is still poorly understood through which mechanisms related diversification operates. To unpack relatedness, we distinguish between three mechanisms: complementarity (interdependent tasks), similarity (sharing similar skills) and local synergy (based on pure co-location). We propose a measure for each of these relatedness dimensions and assess their impact on the evolution of the occupational structure of 389 US Metropolitan Statistical Areas (MSA) for the period 2005-2016. Our findings show that new jobs appearing in MSA’s are related to existing ones, while those more likely to disappear are more unrelated to a city’s jobs’ portfolio. We found that all three relatedness dimensions matter, but local synergy shows the largest impact on entry and exit of jobs in US cities.
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ABSTRACT
There is ample evidence of regions diversifying in new occupations that are related to pre-existing activities in the region. However, it is still poorly understood through which mechanisms related diversification operates. To unpack relatedness, we distinguish between three mechanisms: complementarity (interdependent tasks), similarity (sharing similar skills) and local synergy (based on pure co-location). We propose a measure for each of these relatedness dimensions and assess their impact on the evolution of the occupational structure of 389 US Metropolitan Statistical Areas (MSA) for the period 2005-2016. Our findings show that new jobs appearing in MSA’s are related to existing ones, while those more likely to disappear are more unrelated to a city’s jobs’ portfolio. We found that all three relatedness dimensions matter, but local synergy shows the largest impact on entry and exit of jobs in US cities, thus being the strongest force of diversification.
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1 INTRODUCTION

The 2008 crisis has led to unprecedented job losses and the destruction of human capital in many regions worldwide. Notwithstanding, projections are that it can get much worse.
Technological change, automation, and offshoring of jobs are leaving their marks in the local workforce, and we can expect in the near future a massive and generalized decrease in labour demand due to skill mismatching (Autor 2010; Rodriguez and Jayadev 2010; Moretti 2012; Mehta 2014). Simultaneously, we can observe a sharp increase of the job classes whose skills are highly requested in the labour market. This creates an urgent pressure in the workforce to renew itself. Therefore, a shift of the human capital composition is likely to occur in the labour market, though regional economies will be affected in varying degrees (Shutters et al. 2015). These changes have recently attracted the interest of scholars to study systematically the evolution of occupational structures in regions over time.

Muneepeerakul et al. (2013) was the first study assessing how relatedness affects entry and exit of occupations in US metropolitan regions (see also Brachert 2016; Shutter et al. 2016). These studies follow a recent body of literature on regional diversification that shows that regions tend to diversify into new industries (e.g. Neffke et al. 2011; Boschma et al. 2013; Essletzbichler 2015; He and Rigby 2015) or new technologies (Kogler et al. 2013; Rigby 2015) that are closely related to their pre-existing capabilities. What these studies on regional diversification have not unraveled so far are the mechanisms through which industries, technologies or occupations may be related. In fact, there is still little understanding of the sources of relatedness that impact on regional diversification (Tanner 2014; Boschma 2017).

The main objective of this paper is to unpack the mechanisms through which the entry and exit of job classes in cities take place. While previous papers looked at the effect of geographical density only, we argue that co-location of job classes tells little about the forces that make them co-occur in the same city: new local jobs may be related to local jobs because they share similar skills, provide complementary tasks, or both, or because they highly benefit from each other’s co-location while not necessarily requiring it. We make a distinction between three mechanisms: (1) job classes can be related because they incorporate a similar set of skills of high relevance for each job; (2) job classes may be complementary in the process of producing a good or service; and (3) job classes may jointly benefit from synergies in cities. There is no study yet that has investigated the importance of each of these three mechanisms in the evolution of the geography of jobs.

We use a network approach to unpack the relatedness concept into three dimensions and develop a measure for each of them. We test the impact of each relatedness dimension on the dynamics of the occupational structure of 389 Metropolitan Statistical Areas in the US from 2005 to 2016, more specifically, on the probability of job classes entering and exiting the employment structure of cities. Our paper confirms the results found in other studies that cities enter new jobs related to ones already existing in the city, and exit jobs unrelated to their jobs portfolio. We also found that all three relatedness dimensions have a significant effect but they seem to prevent exit of jobs in cities more than promoting entry of jobs in cities. Local synergy density shows the largest effect on both entry and exit of jobs in cities.

The structure of the paper is as follows. In Section 2, we present the concept of relatedness as developed in Evolutionary Economic Geography, and we explain how we unpack relatedness into three dimensions. Section 3 presents the data, our measures for each relatedness dimension, and the network representation of the occupational structure. Section 4 presents
the study on how job relatedness, in its different dimensions, has influenced the entry and exit of occupational specializations in US cities. Section 5 discusses the results and concludes.

2 REGIONAL DIVERSIFICATION IN JOBS: THREE MECHANISMS

In Evolutionary Economic Geography, history is key to understand the economic evolution of regions (Boschma and Frenken 2006; Martin and Sunley 2006). Past structures set opportunities but also boundaries to future development. A large body of empirical studies shows that diversification occurs in regions mainly by making use of and recombining pre-existing regional capabilities: in other words, it is subject to path-dependency (Boschma 2017). Beaudry et al (2012), Delgado et al (2015), Moretti (2011), Gagliardi (2015), among others, found that the pre-existing set of capabilities (industry mix, employment structure, clustering levels, etc.), conditions the regions’ economy, in terms of employment levels, wages, local prices, and workers’ welfare. Moreover, regions localized in the dense parts of the ‘product space’ (i.e. having many products related to each other) have also more diversification options and higher economic growth rates (Frenken et al. 2007; Hidalgo et al. 2007; Hausmann and Hidalgo 2010).

These studies tend to look at diversification in terms of new products (Hidalgo et al. 2007), new industries (Neffke et al. 2011) or new technologies (e.g. Kogler et al. 2013; Rigby 2015, Petralia et al. 2017; Ballard et al., 2018). However, industry, product, and technology classifications capture some but not all capabilities in regions (Markusen 2004; Moretti and Kline 2014). This point was made by Thompson and Thompson (1985, 1987) who made a strong claim in favour of an occupational functional approach to understand the changing spatial division of labour in which advanced regions focus on high value-added activities and jobs (design, marketing, R&D) while off-shoring labour-intensive (and low-skilled) jobs to places where labour costs are comparatively low (Gagliardi et al 2015; Gereffi and Korzeniewicz 1994; Markusen et al. 2001; Markusen and Schrock 2006; Barbour and Markusen 2007; Renski et al. 2007). This growing separation of functions within the same industry implies that regions with similar industrial specialisations can reflect very different underlying capabilities in terms of knowledge and skills (Markusen et al. 2008). Technology classifications do not cover all capabilities in regions either because they tend to capture scientific and technical skills. Shifting away from industries and technologies to jobs reveal what regions do with their skills, as opposed to what regions make as the outcome of their activity (Thompson and Thompson 1985; Feser 2003). This change of perspective is important as growth opportunities in knowledge-based economies are considered to depend on the accumulation of human rather than physical capital (Moretti 2012). And last but not least, an occupational approach can cover better service industries than the industry/technology approach.

Muneepeeraekul et al. (2013), Brachert (2016) and Shutter et al. (2016) were the first to acknowledge the relevance of the occupational structure to analyse regional evolution. These studies provide a network representation of the structure of interdependent job classes in US
cities, called *occupational space*. They show that co-located occupational specializations can interact positively or negatively with each other; and that the balance between these interactions determines productivity, wealth, and possible development paths of urban economies. Hasan et al. (2015) found that interdependencies between jobs (either as task overlap or task coordination) tend to protect jobs. On the other hand, regarding the whole job structure, they found that interdependence (ties between jobs) makes a job vulnerable to the exit of other jobs in that job’s cluster, decreasing its survival chance.

However, these studies on job diversification in cities have not looked at the types of mechanisms through which related diversification unfolds. This means we have to unpack the broad notion of relatedness, as advocated by some scholars (Breschi et al. 2003; Tanner 2014; Boschma 2017). Inspired by Duranton and Puga (2003), we distinguish between three mechanisms or channels through which agglomeration externalities may be exploited, and we make an explicit connection to job dynamics.

The first mechanism refers to *similarity* of skills between jobs. This applies when a certain set of skills can be used to perform more than one type of task or job activity: job classes that have those skills are similar (but not identical) and substitutable to a considerable degree. This has a close resemblance with the notion of skill-relatedness introduced by Neffke and Henning (2013). The second mechanism refers to *complementarity* of skills between jobs. Here, skills in different job classes are required to produce a certain good or service within a value chain, like a doctor and a nurse in a hospital provide complementary skills to cure illnesses. In modern societies, as products/services complexity increases, the amount of interdependent tasks increases within each value chain. We will capture this skill complementarity by looking at the co-occurrence of job classes in economic activities. The third mechanism is associated with *local synergy* effects between different jobs, when two jobs benefit from the co-location of each other in the same place (e.g. a business man and a taxi driver, or an engineer in the aeronautics industry and a hearing health specialist). These benefits are however generated by physical proximity and independent of the similarity or complementary in skills. In other words, in this *local synergy* dimension of relatedness, two jobs can have productivity gains from co-location, but don’t need each-others to be performed. A broad set of local services, including transportation, cleaning or food, represent sorts of public good for local economies, irrespective of the prevailing skill content. These local synergies may arise due to common natural endowments, demand-driven interdependencies due to specific work context/performance needs of jobs, or amenities (Florida 2002; Moretti 2012). This latter dimension also covers local multipliers in which high-skilled jobs provide benefits for low-skilled jobs (Moretti 2013; Moretti and Kline 2014). We will capture local synergy by identifying the geographical co-occurrence of job classes, after having it filtered from the other two dimensions.

By unpacking these dimensions of relatedness, we can also analyse how they overlap or do not overlap for each pair of job classes and in overall cities’ employment structures. It forms a basis to study how a city’s pre-existing industry structure, or industry mix, guides employment structure, at a more granular lens of analysis – job classes and cities’ composition of human capital. There is no study yet that has investigated the importance of
each of these three mechanisms in the evolution of the geography of jobs. We examine which of the mechanisms can explain best the entry of new jobs and the exit of existing jobs in 389 US cities from 2005 to 2016.

3 OCCUPATIONAL DATA AND NETWORK ANALYSIS

3.1 OCCUPATIONAL DATA

The main source is employment data provided by the Bureau of Labor Statistics of the U.S. Department of Labor (BLS). It contains several workers statistics, such as total employment and mean hourly wage by job class (approximately 800 categories at the 6-digit level) by industry (NAICS) and by U.S. Metropolitan Statistical Areas (MSA). The Standard Occupational Classification (SOC) System groups similar jobs into job classes (OCC) based on the work performed, skills, education, training, and credentials required to carry out specific work tasks. Some OCC are found in just one or two industries, others in a large number of industries. NAICS is a production-oriented classification that groups establishments into industries based on their prime activity. MSAs represent unified labour markets (Muneepeerakul et al., 2013). Each MSA contains a core urban area of at least 50,000 population in one or more core counties, including adjacent counties with a high degree of social and economic integration with the urban core. MSAs account for nearly 85% of U.S. population and 90% of U.S. economic output (US Census Bureau, 2015).

To account for classification schemes revisions and assure a comparable multi-year analysis, we use data from 2005 to 2016 and exclude from our analysis the MSAs (eight MSA and five NECTA) and the OCCs that came into existence after 2005, and the “All Other” type of OCC which is not available in the O*NET data. After cleaning data, we end up with statistics on number of people employed in each year-OCC-MSA (12 years, 733 OCC, and 389 MSA).

After that, we cross the BLS employment data with occupational content classification from the Occupational Information Network (O*NET). O*NET provides a detailed classification of occupational contents – occupational requirements and worker attributes for each job class. O*NET attributes to each job class the correspondent workers’ capabilities, according to the O*NET classification schemes. After testing their typology and employment data distributions, we chose the Intermediate Work Activities (IWA) classification scheme, which

---

1 publicly available at [http://www.bls.gov/oes](http://www.bls.gov/oes)

2 In our robustness analysis, session 4.4, we further include the variable for population density per city, from the US Census 2010.

3 “All Other” titles represent job classes with a wide range of characteristics, which do not fit into one of the detailed O*NET-SOC occupations.

4 publicly available at [https://www.onetonline.org](https://www.onetonline.org)

5 O*NET provides classification schemes for Work Activities at three levels of aggregation (41 Generalized Work Activities; 332 Intermediate Work Activities; and finally, 2070 Detailed Work Activities). Intermediate Work Activities is the level of aggregation that provides us better network analysis conditions (enough categories, and that are not too common and not too rare across job classes)
represents all detailed tasks needed to perform each job class, translating its underlying required skills\(^6\), and is, therefore, better suited to compute our measure of *job similarity*. The result is a dataset with job requirement weight for each OCC-Skills (same 733 OCC, 332 Work Activities).

Because many unified product value chains bring together different NAICS classifications, we cross the BLS employment data with an industry classification defined and made available by BLS, the Industry Sectoring Plan\(^7\). This industry classification groups together the narrowly defined U.S. industry codes (NAICS) that are related in terms of inter-industry linkages (input-output measures) into industry sectors, or more simply referred as clusters. In other words, we aggregate the BLS employment-OCC-NAICS data into an employment-OCC-cluster dataset for the last year of the period under consideration (same 733 OCC, 179 industry clusters, for the year 2016)\(^8\). The result is an industry cluster’s labour demand dataset, from which we compute our *job complementarity* measure.

After cleaning and merging data, we compute the geographical measure of relatedness (co-location-based measure), and our measures for complementarity and similarity dimensions of relatedness. We obtain a bipartite dataframe with three variables of relatedness for each possible pair of job classes in each year. We use this data in the network analysis and further transform it into a new dataset to be used in the regression analysis. For ease of interpretation, we will use the terms “job class”, “city”, “industry”, and “skills” when referring to OCC, MSAs, Industry Sectoring Plan categories, and Work Activities, respectively.

### 3.2 Unpacking Relatedness

In line with the network-based framework of Hidalgo et al (2007) and Muneepeerakul et al. (2013), we build a network of job classes and relatedness between them – the Job Space – to represent the U.S. labour market structure. The Job Space will have three types of links based on three measures of relatedness: a geographical, a complementarity and a similarity measure. From those three measures of relatedness, we will deduce the fourth one for the

---

\(^6\) Here we refer to skills in its broad sense, equivalent to the concept of regional capabilities, commonly used in the evolutionary economic geography literature. It corresponds not to O*NET classification schemes for skills (which refers to a much stricter sense of skills), but to O*NET definition of workers’ competencies (it includes classification schemes for skills in the stricter sense, and also for types of knowledge, abilities, experience and training, etc.).

\(^7\) BLS aggregates NAICS (4-digit level) into the industry sectors, further used in BLS’s employment projections (https://www.bls.gov/emp/ep_data_input_output_matrix.htm)

\(^8\) Due to classifications correspondence constrains, we exclude the “Private households” sector (not available in BLS employment data) and further pull together a few industry sectors, ending up with 179 sectors instead of 186. More specifically, we aggregate into one the “Crop production”, “Animal production and aquaculture”, “Forestry” (including “Support Activities for Forestry”), and “Fishing, hunting and trapping”. We also aggregate into one the governmental sectors (which corresponds to the 2digits NAICS 92 – Public Administration).
local synergies dimension of relatedness – the pairs of job classes that are poorly complementary, poorly similar, but most frequently co-located, due to local synergies.

- **Geographical relatedness of jobs**

First, we identify job classes in which U.S. cities specialize in. We use the location quotient (LQ) of job class \( j \) in city \( c \), based on the number of employees \( x \) engaged in job class \( j \), in city \( c \), in relation with the total number of employees engaged in job class \( j \) in the country:

\[
LQ_{c,j} = \frac{x_{c,j}}{\sum_c x_{c,j}}
\]

A LQ higher than one means that the proportion of the labour force engaged in that job class is “overrepresented” in that city. As a result, we get a binary jobs-cities matrix (N×M matrix). Then, we compute the geographical measure of relatedness between each pair of job classes, based on their co-occurrences as specializations in cities, for each year during the 2005-2016 period. More concretely, we use a conditional-probability-based measure developed by Van Eck & Waltman (2009) and reformulated by Steijn (forthcoming). This results in a symmetric N×N job classes matrix, in which each cell \((i, j)\) contains the geographical measure of relatedness \((GeoRel)\) between job class \( i \) and job class \( j \), i.e., the probability of a city \( c \) being specialized in job class \( i \) given that it is also specialized in job class \( j \), as follows:

\[
GeoRel(C_{ij}, S_i, S_j, T) = \frac{C_{ij}}{m \cdot ((S_i/T) \cdot S_j / (T - S_i) + (S_j/T) \cdot (S_i/(T - S_j)))}
\]

where \( C_{ij}, S_i, \) and \( S_j \) are, respectively, the number of co-occurrences of \( i \) and \( j \), the number of occurrences of job class \( i \) and the number of occurrences of job class \( j \), as occupational specializations in cities. \( T \) is the sum of all cities occupational specializations, and \( m \) is the total number of co-occurrences. The geographical measure of relatedness indicates the probability of two job classes being together in the same city. \( GeoRel \) is lower bounded by zero (job classes \( i \) and \( j \) are never together as specializations in same city) but not upper bounded. A \( GeoRel \) higher than 1 means that two job classes co-locate in the same city more often than by chance.

Figure 1 below is a network graph that illustrates the geographical relatedness between all American job classes. We use the Minimum spanning tree network representation algorithm to provide a clear visualization of the main links connecting all job classes in the American employment structure. The Legend provides description of the nodes’ colors, which represents its major groups of professions (2-dig occupational classification). This network
built upon geographical colocation of occupational specializations shows high level of clustering, with each cluster being very diversified among broader classifications of professions.

Figure 1. Geographical Relatedness

Although commonly used as an outcome-based measure of relatedness, co-location of job classes does not inform us about the type(s) of relatedness between two jobs. In order to empirically unpack the dimensions of relatedness for each pair of job classes, we create other two measures of relatedness: jobs similarity and jobs complementarity.

- **Jobs similarity**

Based on BLS job classes and O*NET’s Work Activities classification scheme, we compute jobs similarity as the frequency of co-occurrences of jobs classes in work activities classes. More specifically, in line with Hasan et al (2015), we first construct a 1×W vector for each job class, with W being the number of O*NET IWA categories, and then join them to form a binary jobs-IWA matrix (N×W matrix). Then, we apply conditional probabilities for computing jobs similarity measure of relatedness (equivalent to the GeoRel equation, the jobs co-location measure, but based on the jobs-IWA matrix instead). In result, we get a symmetric N×N job classes matrix in which each cell (i, j) contains the skills similarity between job classes i and j. In other words, skills similarity represents, therefore, job classes’ co-occurrences in IWA as the main occupational destination of such skills (e.g., Work Activity w is a highly required skill, more than average in regional labour markets, for both job class a and b).

In Figure 2 below, we present the network graph that illustrates the Similarity dimension of relatedness between all American job classes. As above, we use the Minimum spanning tree network representation algorithm (to show the “back bone” of the network). This network
shows a more linear / hierarchical structure than the geographical colocation-based network. Also, as expected, we observe very homogenous agglomerations of job classes (i.e. well distributed colors – job classes within the same major group of professions).

**Figure 2. Similarity dimension of Relatedness**

- **Jobs complementarity**

Based on industry clusters’ labour demand, we compute complementarity by looking at which pairs of job classes are jointly required in the same value chain(s). We determine how often two job classes co-occur in the same industry cluster. We first compute each industry cluster’s LQ in each job class, i.e., each cluster employment shares in each job class, compared to the average employment shares of all clusters (same LQ equation we used for jobs co-location measure, but based on the jobs-cluster matrix). Then, we apply conditional probabilities for measuring jobs complementarity (equivalent to GeoRel equation but based on the jobs-cluster matrix). So, we construct a symmetric N×N job classes matrix in which each cell (i, j) contains the jobs complementarity index between job classes i and j.

Finally, in Figure 3 below, we show the network graph for the Complementarity dimension of relatedness between all American job classes (using Minimum spanning tree algorithm).

**Figure 3. Complementarity dimension of Relatedness**
Interestingly, the network built with professional complementarities shows some considerable structural heterogeneity. We can see in this network some level of mixed clustering, i.e., mixed agglomerations in terms of major professional groups (nodes’ colors). Also, a quite linear substructure in the network formed by job classes within the “Computer and Mathematical Occupations”. These job classes appear together also in the similarity network. So, they seem to be simultaneously similar in skills and complementary in tasks. Finally, the structure for complementarity also shows some circularity, or ring form.

As we can see already, the three layers for these three measures of relatedness seem to differ substantially in their structure, from more clustered and heterogeneous (i.e. geographically co-located jobs), to more hierarchical and homogeneous (i.e. similar jobs), or to mixed configurations of clustering with hierarchical, centralized with ring form. In other words, the American employment structure seem to show indeed different “back bones” and basis of analysis, depending on the dimension of relatedness we consider in the analysis.

- **Jobs local synergies**

From the three measures of geographical relatedness, complementarity and similarity, we can derive the local synergies dimension of relatedness. Pure geographical relatedness confounds the different forces that make jobs co-occur in the same city. Indeed, jobs may co-locate for reasons of complementarity or similarity, so we cannot tell for sure if local synergies do operate or not. However, local synergies are notoriously difficult to identify. They refer to strong agglomerative forces, but not of the complementarity and the similarity kind. Because some pairs of complementary and/or similar job classes may also have a tendency to co-locate, we need to control for that. We argue that if two job classes have high geographical relatedness but low skills similarity and low industry complementarity, we assume these two job classes show local synergies. So, we deduce the presence of local synergies by identifying pairs of job classes that are most probable to co-locate in cities but do neither show a high degree of jobs complementary nor high jobs similarity.
Figure 4 presents the top 50 pairs of related job classes, that is, the 50 highest links of relatedness between occupational specializations in US cities. Some pairs of jobs, such as “roof bolters mining” and “mine cutting and channeling machine operators”, show to be highly related simultaneously due to similarity, complementarity, and they co-locate most often. Other pairs of jobs are highly related mainly due to sharing similar skills, as is the case of “lawyers” and “paralegals and legal assistants”, while pairs of jobs like “political scientists” and “industrial-organizational psychologists” are most probably related due to local synergies, as they show to be geographically related and yet, they do not show particularly high similarity or complementarity dimension of relatedness.

Figure 4 presents the top 50 pairs of related job classes, that is, the 50 highest links of relatedness between occupational specializations in US cities. Some pairs of jobs, such as “roof bolters mining” and “mine cutting and channeling machine operators”, show to be highly related simultaneously due to similarity, complementarity, and they co-locate most often. Other pairs of jobs are highly related mainly due to sharing similar skills, as is the case of “lawyers” and “paralegals and legal assistants”, while pairs of jobs like “political scientists” and “industrial-organizational psychologists” are most probably related due to local synergies, as they show to be geographically related and yet, they do not show particularly high similarity or complementarity dimension of relatedness.

3.3 The Job Space – A Descriptive Analysis

We use the three relatedness measures of geographical relatedness, complementarity, and similarity across jobs to build the Job Space. It is a network-based representation of the US occupational structure (or in other words, of the US national structure of human capital/workforce). Each node of the Job Space stands for a job class, and the links between nodes represent jobs’ relatedness. The Job Space has three different types of links (multiplex network), one for each dimension of relatedness – Complementarity, Similarity, and Local Synergy. And thus, three distinct layers, one for each type of links. For comparison purposes, we show these three layers always with the same nodes in the same position.

9 We keep the coordinates of the nodes and only make the type of links vary from layer to layer. For such, we first scale and aggregate the links of the “backbones” of each dimension of relatedness, i.e., the most representative links of each dimension of relatedness. Then apply a forced network algorithm to re-arrange the
Figure 5 below shows the US Job Space in 2016. In the first layer, the links show complementarities between job classes. The second layer shows similarities between job classes. And the third layer, local synergies between job classes. We use the Minimum spanning tree network representation algorithm to offer a visualization in which all job classes are included and connected with the minimum links possible, i.e., N-1 links.

**Figure 5. The Job Space in Three Layers**

![Network visualization](image)

(a) Complementarity  (b) Similarity  (c) Local Synergy

Notice how the configuration of the network varies according to the type of relatedness alone. For instance, Complementarity, and especially Similarity, seem to be somehow expanded in the network, whereas Local Synergy shows much higher concentration in the core of the network, around the nodes with higher degree in the network.

Finally, the three-dimensional Job Space also varies across US cities (MSA), as each city has their specific set of occupational specializations. In result, for each city, the Job Space shows not only a unique combination of nodes, among their specific set of occupational specializations, but also a unique combination of links between the existing nodes, and across the three dimensions of relatedness.

For example, Napa (CA) is an MSA with low level of occupational diversification, and mostly concentrated around agriculture and wine industry. Accordingly, as shown in Figure 6 below, Napa has few occupational specializations (only 232 nodes), mostly distributed in the periphery of the Job Space, and low level of network density for each relatedness dimension.

**Figure 6. The Three-dimensional Job Space for Napa, CA**
A counter-example is Pittsburgh (PA), which is an MSA with much higher level of economic complexity, highly specialized in manufacturing - especially in the steel industry - but also in software engineering, robotics, energy and environmental design. This is why the Job Space for Pittsburgh (Figure 7 below) shows a much higher level of diversification (588 occupational specializations), a higher network density than Napa, and also higher concentration of occupational specializations in the core of the network.

**Figure 7. The Three-dimensional Job Space for Pittsburgh, PA**

As illustrated in the previous examples of Figure 6 and Figure 7, cities with higher occupational diversification will tend to show higher network density in all dimensions of relatedness. But only cities with especially high levels of diversification in more complex jobs will show especially high density in Local Synergies, as this dimension of relatedness tends to be more concentrated in the core of the network. In the Figure 8 below, we show the Job Space for New York (more precisely, the MSA of New York - Jersey City - White Plains, NY-NJ Metropolitan Division), a more complex and diversified economy, that accordingly shows more central nodes and much higher density of Local Synergies around the core.

**Figure 8. The Three-dimensional Job Space for New York, NY-NJ**
Once the job-space is built, we use econometric tools in order to analyse how jobs relatedness affects the renewal of the employment structure of US cities and, in particular, how different dimensions of jobs relatedness (similarity, complementarity, or local synergies) may differently affect that evolution. Starting from 2005, we track yearly changes in the employment structure of each city until 2016, in terms of entry and exit of cities’ occupational specializations (in other words, entry or exit of a city’s specialization in a specific strain of human capital), and apply linear probability models to estimate how jobs relatedness affects the entry and exit of job classes in US cities.

So, as we will see in the next sub-session, the entry (exit) of a job class as a new (extinct) occupational specialization of the city means that the net amount of jobs within that job class increased (decreased), relative to the country’s cities specialization structure in the previous year, to the point of making it a new (extinct) occupational specialization in that city.

### 4.1 VARIABLES AND DESCRIPTIVES

We first construct two dummy variables, *Entry* and *Exit*. *Entry* is conventionally computed as equal to one if a job class did not belong to the occupational specialization portfolio of city c in time t-1, and enters in time t. And *Exit* is equal to one if a job class did belong to the occupational specialization portfolio of city c in time t-1, but exits in time t:

\[
Entry_{c,i,t} = 1, \text{if } LQ_{c,i,t} > 1 \text{ and } LQ_{c,i,t-1} \leq 1 \\
Exit_{c,i,t} = 1, \text{if } LQ_{c,i,t} \leq 1 \text{ and } LQ_{c,i,t-1} > 1
\]
LQ ranks cities' level of specialization in relation to the average level of specialization of all regions in a year. This means that the position in the ranking of a city may vary from one year to another, not due to changes in that city's level of specialization but to changes in other cities' level of specialization that affect the average level of specialization of an economy. So, a job class could change from being a city specialization at-1 but not anymore in t, just because the ranking of specialization of that job class increased overall in the average economy, not because the share of employees in that city decreased. To exclude such "false" changes in computing Entry and Exit, we made a slight adjustment to the LQ in t. We track the evolution of an occupational specialization in the city in relation to the pre-existing structure of the city, from t-1 to t, independent of the evolution of the economy’s average specialization level, which we fix at t-1 when computing LQ in t, as follows:

\[
\text{Entry}_{c,i,t} = 1, \text{if } LQ_{c,i,t,t-1} > 1 \text{ and } LQ_{c,i,t-1,t-1} \leq 1
\]

\[
\text{Exit}_{c,i,t} = 1, \text{if } LQ_{c,i,t,t-1} \leq 1 \text{ and } LQ_{c,i,t-1,t-1} > 1
\]

which translates into:

\[
\text{Entry}_{c,i,t} = 1, \text{if } \left( \frac{x_{c,i}}{\sum_c x_{c,i}} \right)_{t} > 1 \text{ and } \left( \frac{x_{c,i}}{\sum_c x_{c,i}} \right)_{t-1} \leq 1
\]

\[
\text{Exit}_{c,i,t} = 1, \text{if } \left( \frac{x_{c,i}}{\sum_c x_{c,i}} \right)_{t} \leq 1 \text{ and } \left( \frac{x_{c,i}}{\sum_c x_{c,i}} \right)_{t-1} > 1
\]

We must account for other variables that may influence Entry and Exit of cities' occupational specializations. In our econometric analysis, we use three-way-fixed effects models, with fixed effects for job classes (\(\theta_j\)), cities (\(\delta_c\)), and years (\(\alpha_t\)), accounting for unobservable and invariant specific economic context. In addition, we use six control variables.

Because a bigger and/or more diversified city is more prone to attract new jobs, we compute, for each city in each year, the log of its total employment (\(\text{City total employment}\)), and the

---

10 For robustness purposes, we also computed Entry and Exit in its traditional form and run the same models in our analysis. The econometric results are very similar, with coefficients changing only slightly and keeping its statistical and economic significance.
city’s number of occupational specializations (City diversity). To account for short-term (un)employment growth (especially for years during the crisis), we compute yearly employment growth for cities (City employment growth). Moreover, given global employment trends – like jobs involving more tacit or complex skills having higher and increasing labour demand (Moretti, 2012) – we account for labour demand trends by computing the employment growth of each job class (Job employment growth). As a measure of how common/systemic each job class is, we compute the total employment for each job class (Job total employment).

Finally, it is also crucial to control for the specialization level of a job class. Traditionally, the level of complexity of a job class has somewhat been captured by broad classifications of tasks and skills within job classes (and too broad classifications of job classes), such as the dichotomic degree of routine versus non-routine tasks, or the classification of manual, cognitive, interpersonal, and analytic skills. Such categorization does not allow to account for the fact that each job class is actually a mix of all those categories. Moreover, for each job class, the specific combination of tasks evolves over time and differs in space, according to its technological context. Also, the more tacit/non-standardized level of a skill, the more difficult to objectively identify it and properly classify it. And therefore, the fewer categories we use to describe the nature of a given job class, the further we are from capture its specificities.

In order to capture these different dimensions and dynamics, we built a measure of complexity. In particular inspired by the work of Hausmann and Hidalgo (2009) and implemented at the city level by Balland and Rigby (2017), we computed Job Complexity measure using the eigenvector reformulation of the method of reflection. This indicator is based on City diversity (number of occupations a city is specialized in) and Job ubiquity (number of cities that are specialized in a given occupation). Complex jobs are the ones that tend to be found in very few cities (low Job ubiquity) and that are often found in cities that are very diverse(high City diversity)

Following Hidalgo et al. (2007) and Boschma et al. (2015), we compute geographical relatedness density (GeoRelatedness Density) for each job class j in city c in time t, which represents the relatedness of a new job class specialization to the set of job classes the city is already specialized in, in a given year. This density measure is derived from the relatedness of job class j to all other job classes i in which the city is specialized in, divided by the sum of relatedness of job class j to all other job classes i in country at time t:

\[
\text{GeoRelatedness Density}_{j,c,t} = \frac{\sum_{i \in c, i \neq j} \text{GeoRel}_{j,i}}{\sum_{i \neq j} \text{GeoRel}_{j,i}} * 100
\]
Likewise, we compute density measures for similarity and for complementarity for each job class \( j \) in city \( c \).\(^{11}\) *Similarity Density* represents the relatedness of a new job class specialization to the set of job classes the city is already specialized in, in terms of having similar skills. *Complementarity Density* represents the relatedness of a new job class specialization to the set of job classes the city is already specialized in, in terms of having complementary skills within the same industry cluster(s).

As explained before, we consider two jobs (city occupational specializations) to be related in terms of local synergies (i.e., in terms of creating specialized synergies to each other by being close to each other) when they frequently co-locate but show low complementary and low similarity. To calculate *Local Synergies Density*, we first regress *GeoRelatedness Density* on *Similarity Density* and *Complementarity Density*, using a three way fixed effects model\(^{12}\), as follows:

\[
\text{GeoRelatedness Density}_{j,c,t-1} = \beta_1 \text{Similarity Density}_{j,c,t-1} + \beta_2 \text{Complementarity Density}_{j,c,t-1} + \theta_j + \delta_c + \alpha_t + \epsilon_{j,c,t}
\]

We then save the residuals of the regression, \( \epsilon_{j,c,t} \), for computing our *Local Synergies Density* measure. It represents the relatedness of a new occupational specialization to the set of job classes the city is already specialized in, not in terms of having similar skills or complementary skills with existing job classes, but in terms of sharing the same location.

The panel data includes 11 years (from 2006 to 2016) and 733 job classes in 389 MSA. All our independent variables are lagged by one period (\( t-1=[2005\ to\ 2015] \)), to avoid potential endogeneity problems. All our relatedness density variables are centred around the mean for purposes of coefficients’ interpretation. Table 1 below shows some descriptive statistics.

### Table 1. Descriptive statistics

<table>
<thead>
<tr>
<th>Statistic</th>
<th>N</th>
<th>Mean</th>
<th>St. Dev.</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entry</td>
<td>2,372,990</td>
<td>0.1</td>
<td>0.2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Exit</td>
<td>763,517</td>
<td>0.2</td>
<td>0.4</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Geo-Relatedness Density</td>
<td>3,136,507</td>
<td>22.6</td>
<td>9.7</td>
<td>1.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Complementarity Density</td>
<td>3,136,507</td>
<td>24.4</td>
<td>12.2</td>
<td>0.0</td>
<td>99.8</td>
</tr>
<tr>
<td>Similarity Density</td>
<td>3,136,507</td>
<td>24.3</td>
<td>9.7</td>
<td>0.0</td>
<td>93.3</td>
</tr>
<tr>
<td>Local Synergies Density</td>
<td>3,136,507</td>
<td>0.0</td>
<td>2.2</td>
<td>-26.2</td>
<td>80.4</td>
</tr>
</tbody>
</table>

---

\(^{11}\) Regarding variability of our variables across time: (i) Geographical Relatedness is time-varying, from 2005 to 2016, (ii) the similarity and dimension of relatedness is time invariant by construction (based on IWA classification of ONET’s Content model, last revision, 2014), (iii) we built the complementarity dimension of relatedness as time invariant, in order to reduce endogeneity in the model, because despite of controlling for fixed effects of City and Job in our models, we do not control for Industry classes (a time variant measure of complementarity dimension would be affected by employment flows between industries over time). Finally, (iv) when computing the respective variables of relatedness density, by construction (because the existing set of occupational specializations of cities varies along time), they are time-varying, from 2005 to 2016.\(^{12}\)

\(^{12}\) R software *felm* package (https://www.rdocumentation.org/packages/lfe/versions/2.6-2291/topics/felm).
Table 2 presents the correlations between all continuous variables used in our main analysis, including our four measures of relatedness density and the interaction term between complementarity density and similarity density, that we will use as well in our analysis.

Table 2. Correlation Matrix

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Geo. Relatedness Density</td>
<td>1</td>
<td>0.72</td>
<td>0.83</td>
<td>0.36</td>
<td>0.18</td>
<td>0.65</td>
<td>-0.04</td>
<td>-0.03</td>
<td>0.81</td>
<td>-0.36</td>
<td></td>
</tr>
<tr>
<td>Complementarity Density</td>
<td>0.72</td>
<td>1</td>
<td>0.76</td>
<td>0.43</td>
<td>0.00</td>
<td>0.48</td>
<td>0.11</td>
<td>-0.03</td>
<td>-0.02</td>
<td>0.61</td>
<td>-0.16</td>
</tr>
<tr>
<td>Similarity Density</td>
<td>0.83</td>
<td>0.76</td>
<td>1</td>
<td>0.44</td>
<td>-0.00</td>
<td>0.61</td>
<td>0.06</td>
<td>-0.04</td>
<td>-0.01</td>
<td>0.79</td>
<td>-0.07</td>
</tr>
<tr>
<td>Complementarity Density * Similarity Density</td>
<td>0.36</td>
<td>0.43</td>
<td>0.44</td>
<td>1</td>
<td>-0.01</td>
<td>0.47</td>
<td>-0.02</td>
<td>-0.01</td>
<td>0.01</td>
<td>0.38</td>
<td>0.05</td>
</tr>
<tr>
<td>Local Synergies Density</td>
<td>0.18</td>
<td>0.00</td>
<td>-0.00</td>
<td>-0.01</td>
<td>1</td>
<td>-0.00</td>
<td>0.00</td>
<td>-0.00</td>
<td>0.00</td>
<td>-0.00</td>
<td>-0.00</td>
</tr>
<tr>
<td>City Total Emp. (ln)</td>
<td>0.65</td>
<td>0.48</td>
<td>0.61</td>
<td>0.47</td>
<td>-0.00</td>
<td>1</td>
<td>0.00</td>
<td>-0.01</td>
<td>-0.00</td>
<td>0.64</td>
<td>-0.00</td>
</tr>
<tr>
<td>Job Total Emp. (ln)</td>
<td>0.18</td>
<td>0.11</td>
<td>0.06</td>
<td>-0.02</td>
<td>0.00</td>
<td>0.00</td>
<td>1</td>
<td>-0.00</td>
<td>-0.03</td>
<td>0.00</td>
<td>-0.37</td>
</tr>
<tr>
<td>City Emp. Growth</td>
<td>-0.04</td>
<td>-0.03</td>
<td>-0.04</td>
<td>-0.01</td>
<td>-0.00</td>
<td>-0.02</td>
<td>-0.00</td>
<td>1</td>
<td>0.03</td>
<td>-0.04</td>
<td>-0.01</td>
</tr>
<tr>
<td>Job Emp. Growth</td>
<td>-0.03</td>
<td>-0.02</td>
<td>-0.01</td>
<td>0.02</td>
<td>0.00</td>
<td>-0.00</td>
<td>-0.03</td>
<td>0.03</td>
<td>1</td>
<td>-0.00</td>
<td>0.09</td>
</tr>
<tr>
<td>City Diversification</td>
<td>0.81</td>
<td>0.61</td>
<td>0.79</td>
<td>0.38</td>
<td>-0.00</td>
<td>0.64</td>
<td>0.00</td>
<td>-0.04</td>
<td>-0.00</td>
<td>1</td>
<td>0.00</td>
</tr>
<tr>
<td>Job Complexity</td>
<td>-0.36</td>
<td>-0.16</td>
<td>-0.07</td>
<td>0.05</td>
<td>-0.00</td>
<td>-0.00</td>
<td>-0.37</td>
<td>-0.01</td>
<td>0.09</td>
<td>0.00</td>
<td>1</td>
</tr>
</tbody>
</table>

4.2 ENTRY AND EXIT MODELS – ONLY GEOGRAPHICAL RELATEDNESS MEASURE
In the first econometric model, we simply regress Entry of a new occupational specialization in a city, and Exit of an existing occupational specialization in a city, on geographical relatedness density (plus controls and fixed effects), as follows:

\[ Y_{j,c,t} = \beta_1 \text{GeoRelatedness Density}_{j,c,t-1} + \beta_2 \ln(\text{City Total Emp.})_{c,t-1} + \beta_3 \ln(\text{Job Total Emp.})_{j,t-1} + \beta_4 \text{City Emp. Growth}_{c,t-1} + \beta_5 \text{Job Emp. Growth}_{j,t-1} + \beta_6 \text{City Diversification}_{c,t-1} + \beta_7 \text{Job Complexity}_{j,t-1} + \theta_j + \delta_c + \alpha_t + \epsilon_{j,c,t} \]

with, \( \theta, \delta, \) and \( \alpha \) being fixed effects, respectively for job classes, cities, and years (\( \epsilon \) is the error term).

The results presented in Table 3 show a statistically and economically significant impact of geographical relatedness density on both Entry and Exit. It shows a positive coefficient of 0.015 in the entry model, meaning that when \( \text{GeoRelatedness Density} \) increases by 10 percentage points, the probability of entry of a new job specialization in the city increases by 15%. Regarding Exit, the results show a negative impact of relatedness on the probability of a job class exiting a city’s portfolio of occupational specializations. When \( \text{GeoRelatedness Density} \) increases by 10 percentage points, the probability of exit of a job class in the city decreases by 24%. All our control variables show to be statistically significant in our Entry models and/or in Exit models. In particular, our variable for Job Complexity seem to foster Entry and prevent Exit of a job class, although with small regression coefficients, and therefore economically not very significant.

Table 3. Entry and Exit Models – Only Geographical Measure of Relatedness

<table>
<thead>
<tr>
<th></th>
<th>Dependent variable (2006 – 2016):</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Entry (=1)</td>
<td>Exit (=1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td></td>
</tr>
<tr>
<td>Geo. Relatedness Density</td>
<td>0.015***</td>
<td>-0.024***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0001)</td>
<td>(0.0002)</td>
<td></td>
</tr>
<tr>
<td>City Total Emp. (Ln)</td>
<td>-0.058***</td>
<td>-0.134***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.009)</td>
<td></td>
</tr>
<tr>
<td>Job Total Emp. (Ln)</td>
<td>-0.004***</td>
<td>-0.042***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.003)</td>
<td></td>
</tr>
<tr>
<td>City Emp. Growth</td>
<td>0.001</td>
<td>0.027***</td>
<td></td>
</tr>
</tbody>
</table>
The results so far are in line with the recent literature showing that relatedness seems to play a role in the renewal of the employment structure of US cities, at least when referring to geographical relatedness alone. But given the different reasons for job classes to co-occur, or put differently, we still lack understanding of which dimensions influence the evolution of the employment structure in cities. To test this, instead of geographical relatedness density, next we include in the models our density measures for similarity, complementarity and local synergies.

4.3 Entry and Exit Models – All Dimensions of Relatedness

We start by regressing Entry and Exit on each of the three dimensions of relatedness density one at a time. Then, we include them all together, plus an interaction term between Similarity Density and Complementarity Density, to account for pairs of jobs that are simultaneously similar and complementary. The complete models for Entry and Exit are as follows:

\[ Y_{j,c,t} = [\text{Entry}_{j,c,t}, \text{Exit}_{j,c,t}] \]

\[ Y_{j,c,t} = \beta_1 \text{Complementarity Density}_{j,c,t-1} + \beta_2 \text{Similarity Density}_{j,c,t-1} + \]
\[ + \beta_3 \text{Local Synergies Density}_{j,c,t-1} + \]
\[ + \beta_4 \text{Similarity Density} \times \text{Complementarity Density}_{j,c,t-1} + \]
\[ + \beta_5 \ln(\text{City Total Emp.})_{c,t-1} + \beta_6 \ln(\text{Job Total Emp.})_{j,t-1} + \]
\[ + \beta_7 \text{City Emp. Growth}_{c,t-1} + \beta_8 \text{Job Emp. Growth}_{j,t-1} + \]
\[ + \beta_9 \text{City Diversification}_{c,t-1} + \beta_{10} \text{Job Complexity}_{j,t-1} + \]
\[ + \theta_j + \delta_c + \alpha_t + \epsilon_{j,c,t} \]

The results in Tables 4 and 5 show that each dimension of relatedness density, either alone or jointly, has a significant effect on the probability that a city specializes in a new job class or loses an existing job class. The stronger effect on Entry comes from Local Synergies Density, where an increase of 10 percentage points (say, from 25% to 35%) is associated with a 13% increase in the probability of entry (say, from the average of 10% to 11.3% probability of entry). Its effect seems to be even stronger for Exit, with a decrease of 20% on exit probability when Local Synergies Density increases by 10% (say, from the average of 20% to 16.2% probability of exit).

Table 4. Entry Models – All Dimensions of Relatedness Density

<table>
<thead>
<tr>
<th>Dependent variable:</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complementarity Density</td>
<td>0.003*** (0.00002)</td>
<td>0.003*** (0.00003)</td>
<td>0.003*** (0.00002)</td>
<td>0.003*** (0.00003)</td>
</tr>
<tr>
<td>Similarity Density</td>
<td>0.004*** (0.00004)</td>
<td>0.002*** (0.00005)</td>
<td>0.012*** (0.0001)</td>
<td>0.013*** (0.0001)</td>
</tr>
<tr>
<td>Local Synergies Density</td>
<td>0.012*** (0.0001)</td>
<td>0.003*** (0.0003)</td>
<td>0.001*** (0.0001)</td>
<td>0.001*** (0.0001)</td>
</tr>
<tr>
<td>City Total Emp. (ln)</td>
<td>-0.014*** (0.003)</td>
<td>-0.016*** (0.003)</td>
<td>-0.037*** (0.003)</td>
<td>-0.059*** (0.003)</td>
</tr>
<tr>
<td>Job Total Emp. (ln)</td>
<td>0.006*** (0.001)</td>
<td>0.007*** (0.001)</td>
<td>-0.001 (0.001)</td>
<td>-0.003*** (0.001)</td>
</tr>
<tr>
<td>City Emp. Growth</td>
<td>0.003 (0.003)</td>
<td>0.002 (0.003)</td>
<td>0.002 (0.003)</td>
<td>0.001 (0.003)</td>
</tr>
<tr>
<td>Job Emp. Growth</td>
<td>0.003*** (0.004)</td>
<td>0.003*** (0.004)</td>
<td>-0.002*** (0.004)</td>
<td>-0.003*** (0.004)</td>
</tr>
<tr>
<td>City Diversification</td>
<td>-0.00004*** (0.00001)</td>
<td>-0.00004*** (0.00001)</td>
<td>-0.0001*** (0.00001)</td>
<td>-0.0002*** (0.00001)</td>
</tr>
<tr>
<td>Job Complexity</td>
<td>-0.0001*** (0.00002)</td>
<td>-0.00005*** (0.00002)</td>
<td>0.0004*** (0.00002)</td>
<td>0.0004*** (0.00002)</td>
</tr>
<tr>
<td>Complementarity Density</td>
<td>-0.000000 (0.000000)</td>
<td>-0.000000 (0.000000)</td>
<td>-0.000000 (0.000000)</td>
<td>-0.000000 (0.000000)</td>
</tr>
</tbody>
</table>

* Similarity Density

City fixed effects | Yes | Yes | Yes | Yes
Job class fixed effects | Yes | Yes | Yes | Yes
Year fixed effects | Yes | Yes | Yes | Yes
R² | 0.064 | 0.061 | 0.065 | 0.075
Note: The dependent variable entry equals one if a city c gains a new relative occupational advantage in a given job class j in year t, and equals zero otherwise. All the independent variables are mean-centred and lagged by one year. Period under analysis ranges from 2005 to 2016 (t-1 = [2005 - 2015]). Coefficients are statistically significant at the *p<0.1, **p<0.05, ***p<0.01 level. Standard errors in parentheses.

Table 5. Exit Models – All Dimensions of Relatedness Density

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dependent variable:</strong></td>
<td>Exit (=1) 2006 – 2016</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Complementarity Density</td>
<td>-0.005***</td>
<td>-0.005***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0001)</td>
<td>(0.0001)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Similarity Density</td>
<td>-0.007***</td>
<td>-0.004***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0001)</td>
<td>(0.0001)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Local Synergies Density</td>
<td></td>
<td>-0.017***</td>
<td>-0.020***</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.0002)</td>
<td>(0.0002)</td>
<td></td>
</tr>
<tr>
<td>City Total Emp. (ln)</td>
<td>-0.041***</td>
<td>-0.037***</td>
<td>0.0001</td>
<td>0.055***</td>
</tr>
<tr>
<td></td>
<td>(0.009)</td>
<td>(0.009)</td>
<td>(0.009)</td>
<td>(0.009)</td>
</tr>
<tr>
<td>Job Total Emp. (ln)</td>
<td>-0.053***</td>
<td>-0.055***</td>
<td>-0.048***</td>
<td>-0.042***</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.003)</td>
</tr>
<tr>
<td>City Emp. Growth</td>
<td>0.009</td>
<td>0.010</td>
<td>0.020**</td>
<td>0.024***</td>
</tr>
<tr>
<td></td>
<td>(0.009)</td>
<td>(0.009)</td>
<td>(0.009)</td>
<td>(0.009)</td>
</tr>
<tr>
<td>Job Emp. Growth</td>
<td>-0.027***</td>
<td>-0.026***</td>
<td>-0.011**</td>
<td>-0.008*</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0.005)</td>
<td>(0.005)</td>
<td>(0.005)</td>
</tr>
<tr>
<td>City Diversification</td>
<td>0.00003*</td>
<td>0.00005***</td>
<td>0.0002***</td>
<td>0.0003***</td>
</tr>
<tr>
<td></td>
<td>(0.00002)</td>
<td>(0.00002)</td>
<td>(0.00002)</td>
<td>(0.00002)</td>
</tr>
<tr>
<td>Job Complexity</td>
<td>0.00002</td>
<td>-0.00001</td>
<td>-0.0004***</td>
<td>-0.0005***</td>
</tr>
<tr>
<td></td>
<td>(0.0001)</td>
<td>(0.0001)</td>
<td>(0.0001)</td>
<td>(0.0001)</td>
</tr>
<tr>
<td>Complementarity Density</td>
<td></td>
<td></td>
<td></td>
<td>0.0001***</td>
</tr>
<tr>
<td>* Similarity Density</td>
<td></td>
<td></td>
<td></td>
<td>(0.00000)</td>
</tr>
</tbody>
</table>

City fixed effects: Yes
Job class fixed effects: Yes
Year fixed effects: Yes
Observations: 763,517

Finally, in table 6 below, we repeat the complete models but with standardized variables of relatedness density instead (scaled versions of our previous relatedness density variables), in
order to jointly test their explanatory power on *Entry* and *Exit* and compare coefficients. We find that an increase of 1 standard deviation in *Local Synergies Density* increases the probability of entry of a new job class in the city’s portfolio of job specializations by 12.5%, and decreases the probability of exit by 19.3%. An increase of 1 standard deviation in *Complementarity Density* increases the probability of entry of a new job specialization by 3.6%, and decreases the probability of exit by 6.4%. And when *Similarity Density* increases 1 standard deviation, the probability of entry increases by 2% and exit probability decreases by 4.2%. The only finding not in line with expectation is the effect of the combination of complementarity and similarity: it shows a negative effect on entry and a positive effect on exit, although the effects are not sizable.

**Table 6. Entry and Exit Models – All Dimensions of Relatedness Density (scaled)**

<table>
<thead>
<tr>
<th>Dependent variable (2006 – 2016):</th>
<th>Entry (=1)</th>
<th>Exit (=1)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Complementarity Density (sc)</td>
<td>0.036***</td>
<td>-0.064***</td>
</tr>
<tr>
<td></td>
<td>(0.0003)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>Similarity Density (sc)</td>
<td>0.020***</td>
<td>-0.042***</td>
</tr>
<tr>
<td></td>
<td>(0.0004)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>Local Synergies Density (sc)</td>
<td>0.125***</td>
<td>-0.193***</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>City Total Emp. (ln)</td>
<td>-0.059***</td>
<td>0.055***</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.009)</td>
</tr>
<tr>
<td>Job Total Emp. (ln)</td>
<td>-0.003***</td>
<td>-0.042***</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.003)</td>
</tr>
<tr>
<td>City Emp. Growth</td>
<td>0.001</td>
<td>0.024***</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.009)</td>
</tr>
<tr>
<td>Job Emp. Growth</td>
<td>-0.003***</td>
<td>-0.008*</td>
</tr>
<tr>
<td></td>
<td>(0.0004)</td>
<td>(0.005)</td>
</tr>
<tr>
<td>City Diversification</td>
<td>-0.0002***</td>
<td>0.0003***</td>
</tr>
<tr>
<td></td>
<td>(0.0004)</td>
<td>(0.0002)</td>
</tr>
<tr>
<td>Job Complexity</td>
<td>0.0004***</td>
<td>-0.0005***</td>
</tr>
<tr>
<td></td>
<td>(0.0002)</td>
<td>(0.0001)</td>
</tr>
<tr>
<td>Complementary Density (sc)  n</td>
<td>-0.00004</td>
<td>0.009***</td>
</tr>
<tr>
<td>Similarity Density (sc)</td>
<td>(0.0002)</td>
<td>(0.0005)</td>
</tr>
<tr>
<td>City fixed effects</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Job fixed effects</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Year fixed effects</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>2,372,990</td>
<td>763,517</td>
</tr>
<tr>
<td>R²</td>
<td>0.075</td>
<td>0.071</td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>0.074</td>
<td>0.070</td>
</tr>
</tbody>
</table>

*Note: The dependent variable entry (exit) equals one if a city c gains (loses) a new relative occupational advantage in a*
given job class j in year t, and equals zero otherwise. All the independent variables are mean-centred, and lagged by one year. Additionally, relatedness density variables are scaled by their sd, for comparison purposes (scaled variables denoted by "sc"). Period under analysis ranges from 2005 to 2016 (t-1 = [2005 - 2015]). Coefficients are statistically significant at the 'p<0.1, * p<0.05, ** p<0.01, *** p<0.001 level. Standard errors in parentheses.

4.4 ROBUSTNESS ANALYSIS

The novelty of the concepts, overall framework, and methodology introduced in this paper required a vast robustness analysis and dialogue with previous research work and colleague scholars. It generated a panoply of interesting and very pertinent discussions around its key concepts, framework of unpacking relatedness, and implications for policy (re)design. This paper is also product of such collective learning process. In sum, we (i) controlled for population density, (ii) tested for heterogeneity of impacts in regional diversification, more specifically, according to jobs’ level of labour specialization, and (iii) run an alternative model specification of two-way fixed effects for city-year and job-year, among other robustness check exercises. In all of them, the new results (which can be provided under request) showed practically no difference from previous results, therefore reinforcing them.

Besides the multiple tests and alternative model specifications we run, there is of course space for improvement and further investigation of the structural mechanisms driving the geography of jobs in the US. For instance, we choose to only lag our longitudinal variables in one year. i.e., when computing our Relatedness Density variables (for Geographical Relatedness, and Local Synergies, Similarity, and Complementarity dimensions of relatedness) we make them all time-varying (2005-2016), and we lagged them only one year (t-1=[2005 to 2015]). Partly to maximize the number of years of analysis (classification schemes change more substantially in some years, and for instance, the job class reclassification of 2005 onwards does not allow proper comparison with previous years). But also, in order to intentionally capture the churning of occupational specializations with changes in relatedness density variables more in the short term. In other words, we account for the relatedness of a new/exiting occupational specialization to the existing set of occupational specializations in the city, immediately before that entry/exit occurred (in order to see how much dependent it is on the city existing occupational structure, i.e., in terms of their more or less intricate network of complementarities, similarities, and local synergies)\textsuperscript{13}.

5 CONCLUDING REMARKS

While many studies have looked at regional diversification into new products (Hidalgo et al. 2007), new industries (Neffke et al. 2011) or new technologies (Kogler et al. 2013; Rigby

\textsuperscript{13} To account for possible endogeneity issues from this option, we compute Entry/Exit in t in relation to the city and country occupational structure in t-1, as discussed in section 4.1 (i.e., we do not consider Entry and Exit of an occupational specialization in a city if it is only due to structural changes occurred in other cities, as they affect the national occupational specialization structure).
2015), this paper has taken an occupational-network approach examining the evolution of job portfolio’s in US cities. The paper replicates the result found in other studies on the evolution of occupational structures in cities (Muneepeerakul et al. 2013; Brachert 2016; Shutter et al. 2016) that cities enter new occupational specializations that are related to existing ones in the city, and exit existing jobs unrelated to their job portfolio’s. What is new about this paper is that we have unpacked three mechanisms through which the entry and exit of jobs in cities takes place. While previous papers looked at the effect of geographical relatedness only, we unravel three mechanisms through which the effect of geographical relatedness might work because co-location of jobs does not tell us much about the forces that make jobs co-occur in the same city: new local jobs may be related to existing local jobs because they share similar skills or provide complementary tasks, or both, or because they benefit from being co-located.

First, we constructed a job space that represents a network of interdependent job classes that includes the three dimensions through which jobs may be related to each other. In doing do, we can unravel links between pairs of jobs in terms of being similar, being complementary, being both similar and complementary, or in terms of sharing local synergies. Second, we investigated the importance of each of these three job relatedness dimensions for the evolution of jobs in 389 US cities for the period 2005-2016. For this purpose, we introduced a new methodological approach to distinguish between the three relatedness effects.

The main finding is that all three relatedness dimensions (similarity, complementarity and local synergies) increase the chances of entry of a new job in a city on the one hand, and decrease the probability of disappearance of an existing job in a city on the other hand. Moreover, we found the negative effect of relatedness on exits of jobs to be stronger than the positive effect of relatedness on entry of jobs; all three relatedness dimensions seem to prevent exit of jobs in cities more than promoting entry of jobs in cities.

The local synergy density effect shows the largest effect on both entry and exit: this outcome suggests that the stronger local synergies across job classes are, the greater the effect on diversification and the harder to dislocate existing job classes.

The complementarity density effect reflects the tendency of an increasing division of labour in cities which brings higher levels of interdependence between job specializations (Shutters et al. 2018) where each worker’s productivity depends on whether or not she has access to co-workers with specialized skills and know-how that complement her own (Neffke 2017). The similarity density effect found is in line with the tendency of firms and people to cluster geographically to benefit from a pool of labour with related skills (Neffke and Henning 2013). Similarity seems to prevent exit and promote entry of jobs in cities, but not in combination with complementarity.

Although this paper provides an important step to unpack relatedness, it is still far from comprehensive (Boschma 2017). First, while we have started to unravel the geographical density effect (controlling for similarity and complementarity), there is a need to investigate what the local synergies dimension consists of. Second, we need more studies in other countries to shed more systematic light on the importance of the different relatedness
dimensions. With longer periods of analysis, one could compute larger lag for the variables, and compare our results with more structural changes in the workforce across time. Third, the three dimensions of relatedness density might play different roles depending on the level of knowledge complexity of activities (Balland and Rigby, 2017) and should be employed and tested in studies on regional diversification into new products, industries or technologies, besides new jobs. Fourth, we have to make an effort to include institutions in this framework, because regional diversification might also be affected by institutional requirements that different jobs, industries or technologies have in common (Boschma and Capone 2015). And finally, despite some efforts to minimize issues with endogeneity in our models14, we acknowledge we cannot rule out the fact that workers/firms/regions’ demographics might affect the degree of relatedness between them.
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14 So, along with lagging relatedness density and our control variables for t-1, we build our dependent variables for t mainly based on the pre-existing set of capabilities of the city (MSA) in relation to the pre-existing set of capabilities of the country, and how it evolved from there, from that initial pre-existing job mix of the country. In other words, we assure that a positive and relevant transformation of a revealed comparative advantage of the city in a certain job (Entry/Exit) in t is relative to the national job mix in t-1, not to the national job mix in t. This assures we are capturing an absolute positive and significant change in the city, and not only by posterior structural changes in other cities in t. So, in our dependent variable, we are specifically capturing the structural changes of city’s job mix that occurred after the “screenshot” of the city job mix in t-1 (relative to the national job mix in t-1). Moreover, we control for employment growth in the city and in the job class previous to Entry/Exit, in the same year as relatedness (t-1). And relatedness in t-1 is actually a “product” of the initial job mix of the city relative to the country in t-1.


